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MAT2377 Probability and Statistics for Engineers Chapter 4

Comments

• These slides cover material from Chapter 4.

• In class, I may use a blackboard. I recommend reading these slides before
you come to the class.

• I am planning to spend 3 lectures on this chapter.

• I am not re-writing the textbook. The reference book contains many
interesting and practical examples.

• There may be some typos. The final version of the slides will be posted
after the chapter is finished.
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Random Samples and Statistic!

• Let X1, X2, . . . , Xn be n independent random variables, each having the
same probability density function f(x).

• Define X1, X2, . . . , Xn to be a random sample of size n from the
population f(x) and write its joint probability density function as

f(x1, x2, . . . , xn) = f(x1)f(x2) . . . f(xn).

• Our main purpose in selecting random samples is to elicit information
about the unknown population parameters.

• Any function of the random variables constituting a random sample is
called a statistic.
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Three Measures of Central Tendency

• Sample mean: X̄ = 1
n

∑n
i=1Xi.

• Median: Given that the observations in a sample are X1, X2, . . . , Xn,
arranged in increasing order of magnitude, i.e., X(1) = min1≤i≤nXi and
X(n) = max1≤i≤nXi;

X̃ =

 X(n+1
2 ) if n is odd

X(n2 )+X(n2 +1)

2 if n is even

• The sample mode is the value of the sample that occurs most often.
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Examples:

• Suppose a data set consists of the following observations:

0.32, 0.53, 0.28, 0.37, 0.47, 0.43, 0.36, 0.42, 0.38, 0.43.

Compute sample mean, median and mode.
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• Consider the following measurements, in liters, for two samples of orange
juice bottled by companies A and B:

Sample A 0.97 1.00 0.94 1.03 1.06
Sample B 1.06 1.01 0.88 0.91 1.14

Both samples have the same mean, 1.00 liter.

We say that the variability, or the dispersion, of the observations from the
average is less for sample A than for sample B. Therefore, in buying orange
juice, we can feel more confident that the bottle we select will be close to
the advertised average if we buy from company A.
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Three Measures of Variability

• Sample variance:

S2 =
1

n− 1

n∑
i=1

(Xi − X̄)2 =
1

n− 1
(

n∑
i=1

X2
i − nX̄2).

• Sample standard deviation: S =
√
S2.

• Sample range: X(n) −X(1).
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Example:

• A comparison of coffee prices at 4 randomly selected grocery stores in
San Diego showed increases from the previous month of 12, 15, 17, and
20 cents for a 1-pound bag.
Find the variance of this random sample of price increases.
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Sampling Distributions

The probability distribution of a statistic is called a sampling distribution.

• The first important sampling distribution to be considered is that of the
mean X̄ = 1

n

∑n
i=1Xi.

• Suppose that a random sample of n observations is taken from a normal
population with mean µ and variance σ2.

• Each observation Xi, i = 1, 2, . . . , n, of the random sample will then
have the same normal distribution as the population being sampled. It
can be shown that X̄ ∼ N(µX̄, σ

2
X̄

), where

µX̄ = E(X̄) = µ, σ2
X̄ = V ar(X̄) =

σ2

n
.
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Central Limit Theorem

If we are sampling from a population with unknown distribution, either finite
or infinite, the sampling distribution of X̄ will still be approximately normal

with mean µ and variance σ2

n , provided that the sample size is large.

• Central Limit Theorem: If X̄ is the mean of a random sample of size n
taken from a population with mean µ and finite variance σ2, then the
limiting form of the distribution of

Z =
X̄ − µ

σ√
n

as n→∞, is the standard normal distribution N(0, 1).

• The normal approximation for X̄ will generally be good if n ≥ 30.
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Examples:

• An electrical firm manufactures light bulbs that have a length of life that
is approximately normally distributed, with mean equal to 800 hours and
a standard deviation of 40 hours.
Find the probability that a random sample of 16 bulbs will have an
average life of less than 775 hours.

• Traveling between two campuses of a university in a city via shuttle bus
takes, on average, 28 minutes with a standard deviation of 5 minutes. In
a given week, a bus transported passengers 40 times.
What is the probability that the average transport time, i.e., the average
for 40 trips, was more than 30 minutes? Assume the mean time is
measured to the nearest minute.
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Sampling Distribution of Mean Differences

• If independent samples of size n1 and n2 are drawn at random from two
populations with means µ1 and µ2 and variances σ2

1 and σ2
2, respectively,

then the sampling distribution of the differences of means, X̄1 − X̄2, is
approximately normally distributed with mean and variance given by

µX̄1−X̄2
= E[X̄1 − X̄2] = µ1 − µ2,

σ2
X̄1−X̄2

= V ar[X̄1 − X̄2] =
σ2

1

n1
+
σ2

2

n2
.

Hence,

Z =
(X̄1 − X̄2)− (µ1 − µ2)√

σ2
1
n1

+
σ2

2
n2

,

is approximately a standard normal variable.
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Example:

Two independent experiments are run in which two different types of paint
are compared. Eighteen specimens are painted using type A, and the
drying time, in hours, is recorded for each. The same is done with type
B. The population standard deviations are both known to be 1.0 hour.
Assuming that the mean drying time is equal for the two types of paint,
find P (X̄A − X̄B > 1.0), where X̄A and X̄B are average drying times for
samples of size nA = nB = 18.
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Sampling Distribution of S2

• If S2 is the variance of a random sample of size n taken from a normal
population having the variance σ2, then the statistic

(n− 1)S2

σ2
=

∑n
i=1(Xi − X̄)2

n

a chi-squared distribution with ν = n− 1 degrees of freedom.
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P
(
S2 > k

)
=?

P

(
(n− 1)S2

σ2
> χ2

α

)
= α
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t-Distribution

• Let Z be a standard normal random variable and V a chi-squared random
variable with ν degrees of freedom. If Z and V are independent, then
the distribution of the random variable

T =
Z√
V
ν

,

is given by the density function

f(t) =
Γ(ν+1

2 )

Γ(ν2)
√
πν

(
1 +

t2

ν

)−ν+1
2

, −∞ < t <∞.

This is known as the Student t-distribution with ν degrees of freedom. We
briefly write T ∼ t(ν).
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Main Result

Let X1, X2, . . . , Xn be independent random variables that are all normal
with mean µ and standard deviation σ. Let

X̄ =
1

n

n∑
i=1

Xi and S2 =
1

n− 1

n∑
i=1

(Xi − X̄)2

Then,

T =
X̄ − µ

S√
n

∼ t(n− 1).
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What Does the t-Distribution Look Like?
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Example:

Find k such that P (k < T < −0.258) = 0.10 for a random sample of size

15 selected from a normal distribution, where T = X̄−µ
S√
n

∼ t(n− 1).
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F-Distribution

• Let U and V be two independent random variables having chi-squared
distributions with ν1 and ν2 degrees of freedom, respectively.

Then the distribution of the random variable X =
U
ν1
V
ν2

is given by the

density function

f(x) =
Γ(ν1+ν2

2 )
(
ν1
ν2

)ν1
2

Γ(ν1
2 )Γ(ν2

2 )

x
ν1
2 −1(

1 + ν1
ν2
x
)1

2(ν1+ν2)
, x > 0.

This is known as the F -distribution with ν1 and ν2 degrees of freedom. We
briefly write X ∼ F (ν1, ν2).
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Main Result

Suppose that random samples of size n1 and n2 are selected from two
normal populations with variances σ2

1 and σ2
2, respectively. Then,

S2
1/σ

2
1

S2
2/σ

2
2

∼ F (n1 − 1, n2 − 1).
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What Does the F-Distribution Look Like?
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Examples:

Find c such that P (X > c) = 0.05, where X ∼ F (9, 12).
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