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This paper presents a meshless method using a radial basis function collocation scheme for numerical solution of mixed Volterra-Fredholm integral equations, where the region of integration is a non-rectangular domain. We will show that this method requires only a scattered data of nodes in the domain. It is shown that the proposed scheme is simple and computationally attractive. Applications of the method are also demonstrated through illustrative examples.
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## 1. Introduction

The solution of the mixed Volterra-Fredholm integral equations has been a subject of considerable interest. Consider the following mixed Volterra-Fredholm integral equation

$$
\begin{equation*}
u(x, t)-\int_{0}^{t} \int_{\Omega} K(x, t, \xi, s) u(\xi, s) \mathrm{d} \xi \mathrm{~d} s=f(x, t), \quad(x, t) \in \Omega \times[0, T] \tag{1}
\end{equation*}
$$

where $u(x, t)$ is an unknown function, the functions $f(x, t)$ and $K(x, t, \xi, s)$ are continuous on $\Omega \times[0, T]$ and $C\left((\Omega \times[0, T])^{2}\right)$, respectively, and $\Omega$ is a compact subset of $\mathbb{R}^{n}(n=1,2,3)$, with convenient norm $\|\cdot\|$. Equation (1) can be written in the abstract form

$$
u-\mathcal{T} u=f
$$

where the integral operator $\mathcal{T}: C(\Omega \times[0, T]) \rightarrow C(\Omega \times[0, T])$ is defined as

$$
(\mathcal{T} u)(x, t)=\int_{0}^{t} \int_{\Omega} K(x, t, \xi, s) u(\xi, s) \mathrm{d} \xi \mathrm{~d} s
$$

[^0]Throughout the paper, we suppose that $f \in C(\Omega \times[0, T]), K \in C\left((\Omega \times[0, T])^{2}\right)$, and then Equation (1) possesses a unique solution (see e.g. $[4,13,16]$ for further details).
This type of equations arises in the theory of parabolic boundary value problems, the mathematical modelling of the spatio-temporal development of epidemic models, and various physical and biological problems. Detailed descriptions and analysis of these models may be found in [5,19].
As far as we know, there are no numerical based methods for Equation (1) with $\operatorname{dim} \Omega \geq 2$. So, in this paper, we assume $\Omega$ is a bounded two-dimensional region. Actually, few numerical methods for solving Equation (1) are known when $\Omega$ is a subset of $\mathbb{R}$. Some projection methods for numerical treatment of Equation (1) are given in [10,11,13]. Kauthen [13] studied continuous time collocation and time discretization collocation methods, and analysed their global discrete convergence properties as well as local and global superconvergence. The results of Kauthen have been extended to nonlinear Volterra-Fredholm integral equations by Brunner [3]. Guoqiang [9] considered the particular trapezoidal Nystrom method for Equation (1) and gave its asymptotic error expansion. Maleknejad and Hadizadeh [14] and Wazwaz [20] used a technique based on the Adomian decomposition method for the solution of Equation (1). Moreover, Banifatemi et al. [1] applied two-dimensional Legendre wavelets method to mixed Volterra-Fredholm integral equations. Recently, Yildirim [21] applied homotopy perturbation method for Equation (1).

For solving Equation (1) on a non-rectangular region, the domain must be segmented to small triangles and numerical integration over the segments is needed. Triangulations and mesh refinement are major difficulties in these methods. So, by using the meshless methods, we may overcome these problems. In recent years, meshless techniques have attracted the attention of researchers. In a meshless method, a set of scattered nodes is used instead of meshing the domain of the problem. Some well-known meshless schemes have been considered by the authors, for instance, moving least-square method [22], element-free Galerkin method [2], boundary node method [15], etc.

In this paper, we will use the radial basis function (RBFs) approximation for numerical solution of mixed Volterra-Fredholm integral equations where $\Omega$ is a non-rectangular region. The remainder of the paper is organized as follows: in Section 2, we give a brief survey of RBFs. In Section 3, the proposed method is introduced and applied on Equation (1), and finally in Section 4, some numerical and experimental results are reported.

## 2. RBF approximation

RBFs were introduced in [12] and they form a primary tool for multivariate interpolation. They are also receiving increased attention for solving partial differential equations in irregular domains. An RBF depends only on the distance to a centre point $x_{j}$ and is of the form $\phi\left(\left\|x-x_{j}\right\|\right)$. The RBF may also have a shape parameter $c$. This parameter can be chosen for controlling the shape of functions. Determination of a reasonable $c$ is still an outstanding research problem. A good value for the shape parameter can be found using statistical methods such as cross-validation or maximum-likelihood estimation [6]. Over the last two decades, some progress has been reported

Table 1. Some well-known functions that generate RBFs.

| Name of function | Definition |
| :--- | :--- |
| Gaussian (GA) | $\phi(r)=\exp \left(-c r^{2}\right)$ |
| Hardy multiquadrics (MQ) | $\phi(r)=\left(r^{2}+c^{2}\right)^{1 / 2}$ |
| Inverse multiquadrics (IMQ) | $\phi(r)=\left(r^{2}+c^{2}\right)^{-1 / 2}$ |
| Inverse quadric (IQ) | $\phi(r)=\left(r^{2}+c^{2}\right)^{-1}$ |

to select a usable shape parameter. For some new work on optimal choice of this parameter, we refer the interested reader to the recent papers [7,8,17]. Some of the most popular RBFs are given in Table 1.

A key feature of an RBF method is that it does not require a grid. The method works with points scattered throughout the domain of interest, and the RBF interpolant is a linear combination of RBFs centred at the scattered points $x_{j}$,

$$
\begin{equation*}
u(x)=\sum_{j=1}^{N} \lambda_{j} \phi\left(\left\|x-x_{j}\right\|\right), \tag{2}
\end{equation*}
$$

where the coefficient $\lambda_{j}$ is usually determined by collocation with given discrete data, such as function values. Collocating of $x_{j}$ in Equation (2) leads us to the following symmetric linear system:

$$
A \Lambda=U
$$

where

$$
U=\left[u\left(x_{1}\right), u\left(x_{2}\right), \ldots, u\left(x_{N}\right)\right],
$$

and the entries of the matrix $A$ and $\Lambda$ are given by

$$
a_{k j}=\phi\left(\left\|x_{k}-x_{j}\right\|\right), \quad \Lambda=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right]^{\mathrm{T}}, \quad k, j=1, \ldots, N .
$$

The matrix A can be shown to be positive definite and therefore non-singular for distinct interpolation points for GA, IMQ and IQ by Schoenberg's theorem [18]. Although the matrix A is non-singular in the above cases, usually it is very ill-conditioned. Therefore, a small perturbation in initial data may produce large amount of perturbation in the solution. Using a suitable method such as truncated singular value decomposition (TSVD) method and more precision arithmetic in computations, we can overcome this difficulty.
In what follows, we consider some definitions for the convergence on native space [6].
Defintion 1 (See [6]) The fill distance of a given set $\mathcal{X}=\left\{x_{1}, \ldots, x_{n}\right\}$ consisting of pairwise distinct points in $\Omega$ can be defined as

$$
h_{\mathcal{X}, \Omega}=\sup _{x \in \Omega} \min _{x_{j} \in \mathcal{X}}\left\|x-x_{j}\right\|,
$$

which indicates how well the data in the set $\mathcal{X}$ fill out the domain $\Omega$.
Definition 2 (See [6]) The definition of the native space is

$$
\mathcal{N}_{\phi}=\left\{f \in L_{2}\left(\mathbb{R}^{s}\right) \cap C\left(\mathbb{R}^{s}\right): \frac{\hat{f}}{\sqrt{\hat{\phi}}} \in L_{2}\left(\mathbb{R}^{s}\right)\right\},
$$

where $\hat{\phi}$ is a Fourier transform of $\phi$.
Theorem (See [6]) Let $\Omega \subseteq \mathbb{R}^{2}$ and suppose that the points $\mathcal{X}=\left\{x_{1}, \ldots, x_{n}\right\}$ are distinct. Denote the interpolate to $u \in \mathcal{N}_{\phi}$ by $u_{n}$. Then, there is a positive constant $C$ such that for every $x \in \Omega$ and for GA RBF, we have

$$
\left\|u-u_{n}\right\|_{L_{\infty}(\Omega)} \leq \exp \left(\frac{-C\left|\log h_{\mathcal{X}, \Omega}\right|}{h_{\mathcal{X}, \Omega}}\right)\|u\|_{\mathcal{N}_{\phi}} .
$$

## 3. The proposed method

Suppose $0=t_{0}<t_{1}<\cdots<t_{M}=T$ be a scattered set of data in $[0, T]$ and $x_{0}, x_{1}, \ldots, x_{N}$ be a scattered set of nodes in $\Omega$. We assume that $\Omega$ has a non-rectangular shape. In the sequel, we consider the following three cases for $\Omega$ :
(1) A domain of the first kind:

$$
\Omega=\left\{(\sigma, \tau) \in \mathbb{R}^{2}: a \leq \tau \leq b, v_{1}(\tau) \leq \sigma \leq v_{2}(\tau)\right\}
$$

where $v_{1}(\tau)$ and $v_{2}(\tau)$ are continuous functions of $\tau$.
(2) A domain of the second kind:

$$
\Omega=\left\{(\sigma, \tau) \in \mathbb{R}^{2}: c \leq \sigma \leq d, v_{1}(\sigma) \leq \tau \leq v_{2}(\sigma)\right\}
$$

where $v_{1}(\sigma)$ and $v_{2}(\sigma)$ are continuous functions of $\sigma$.
(3) A domain of the third kind: If a domain is neither of the first kind nor of the second kind but could be separated to a finite number of the first or second sub-domains, then it is called a domain of the third kind.

Here, we propose the method when $\Omega$ is a domain of the first kind. Also the second kind is similarly straightforward by commuting the order of the variables. We can separate a domain of the third kind to a finite number of sub-domains of the first or second kinds and then apply the method in each sub-domain as described earlier. For approximating the solution of Equation (1), we suppose

$$
\begin{equation*}
u^{M, N}(x, t)=\sum_{j=0}^{M} \sum_{k=0}^{N} c_{k, j} \phi_{k}(x) \eta_{j}(t), \quad(x, t) \in \Omega \times[0, T], \tag{3}
\end{equation*}
$$

as an approximate for the exact solution $u(x, t)$, where

$$
\begin{aligned}
\phi_{k}(x) & =\phi\left(\left\|x-x_{k}\right\|\right), \quad k=0, \ldots, N, \\
\eta_{j}(t) & =\phi\left(\left|t-t_{j}\right|\right), \quad j=0, \ldots, M .
\end{aligned}
$$

For simplicity, we can write Equation (3) as

$$
\begin{equation*}
u(x, t) \approx \sum_{\mu=1}^{Q} d_{\mu} \psi_{\mu}(x, t), \quad(x, t) \in \Omega \times[0, T], \tag{4}
\end{equation*}
$$

where $d_{\mu}=c_{k, j}, \psi_{\mu}(x, t)=\phi_{k}(x) \eta_{j}(t)$ and $Q=(M+1)(N+1)$. The index $\mu$ is determined by the equation $\mu=(N+1) j+k+1$. Now by replacing Equation (4) in Equation (1), we have

$$
\begin{equation*}
\sum_{\mu=1}^{Q} d_{\mu}\left[\psi_{\mu}(x, t)-\int_{0}^{t} \int_{\Omega} K(x, t, \xi, s) \psi_{\mu}(\xi, s) \mathrm{d} \xi \mathrm{~d} s\right]=f(x, t), \quad(x, t) \in \Omega \times[0, T] \tag{5}
\end{equation*}
$$

Then, we convert the interval $[0, t]$ to the fixed interval $[-1,1]$ by using a simple linear transformation of the form

$$
s(t, \theta)=\frac{t}{2} \theta+\frac{t}{2},
$$

and so Equation (5) takes the following form:

$$
\begin{equation*}
\sum_{\mu=1}^{Q} d_{\mu}\left[\psi_{\mu}(x, t)-\int_{-1}^{1} \int_{\Omega} \frac{t}{2} K(x, t, \xi, s(t, \theta)) \psi_{\mu}(\xi, s(t, \theta)) \mathrm{d} \xi \mathrm{~d} \theta\right]=f(x, t) \tag{6}
\end{equation*}
$$

Without loss of generality, we assume that

$$
\Omega=\left\{\xi=(\sigma, \tau) \in \mathbb{R}^{2}:-1 \leq \tau \leq 1, v_{1}(\tau) \leq \sigma \leq v_{2}(\tau)\right\}
$$

and Equation (6) becomes

$$
\begin{equation*}
\sum_{\mu=1}^{Q} d_{\mu}\left[\psi_{\mu}(x, t)-\int_{-1}^{1} \int_{-1}^{1} \int_{v_{1}(\tau)}^{v_{2}(\tau)} \frac{t}{2} K(x, t, \sigma, \tau, s(t, \theta)) \psi_{\mu}(\sigma, \tau, s(t, \theta)) \mathrm{d} \sigma \mathrm{~d} \tau \mathrm{~d} \theta\right]=f(x, t) \tag{7}
\end{equation*}
$$

Now the interval $\left[v_{1}(\tau), v_{2}(\tau)\right]$ is converted to the fixed interval $[-1,1]$ by the following linear transformation:

$$
\sigma(\tau, z)=\frac{v_{2}(\tau)-v_{1}(\tau)}{2} z+\frac{v_{2}(\tau)+v_{1}(\tau)}{2} .
$$

So, Equation (7) will become

$$
\begin{align*}
& \sum_{\mu=1}^{Q} d_{\mu}\left[\psi_{\mu}(x, t)-\int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} K_{1}(x, t, \sigma(\tau, z), \tau, s(t, \theta)) \psi_{\mu}(\sigma(\tau, z), \tau, s(t, \theta)) \mathrm{d} z \mathrm{~d} \tau \mathrm{~d} \theta\right] \\
& \quad=f(x, t), \tag{8}
\end{align*}
$$

where

$$
K_{1}(x, t, \sigma(\tau, z), \tau, s(t, \theta))=\frac{t}{2} \frac{v_{2}(\tau)-v_{1}(\tau)}{2} K(x, t, \sigma(\tau, z), \tau, s(t, \theta)) .
$$

Assume that Equation (8) holds at the collocation points $\left(x_{i}, t_{r}\right), i=0, \ldots, N, r=0, \ldots, M$. So, we have

$$
\begin{align*}
& \sum_{\mu=1}^{Q} d_{\mu}\left[\psi_{\mu}\left(x_{i}, t_{r}\right)-\int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} K_{1}\left(x_{i}, t_{r}, \sigma(\tau, z), \tau, s\left(t_{r}, \theta\right)\right) \psi_{\mu}\left(\sigma(\tau, z), \tau, s\left(t_{r}, \theta\right)\right) \mathrm{d} z \mathrm{~d} \tau \mathrm{~d} \theta\right] \\
& \quad=f\left(x_{i}, t_{r}\right) \tag{9}
\end{align*}
$$

Using an $m$-point quadrature formula with the points $\left\{\theta_{l}\right\},\left\{\tau_{p}\right\},\left\{z_{q}\right\}$ in the interval $[-1,1]$ and weights $\left\{w_{l}\right\},\left\{w_{p}\right\},\left\{w_{q}\right\}$ for numerical integration in Equation (9), we conclude

$$
\begin{align*}
& \sum_{\mu=1}^{Q} d_{\mu}\left[\psi_{\mu}\left(x_{i}, t_{r}\right)-\sum_{l=1}^{m} \sum_{p=1}^{m} \sum_{q=1}^{m} K_{1}\left(x_{i}, t_{r}, \sigma\left(\tau_{p}, z_{q}\right), \tau_{p}, s\left(t_{r}, \theta_{l}\right)\right) \psi_{\mu}\left(\sigma\left(\tau_{p}, z_{q}\right), \tau_{p}, s\left(t_{r}, \theta_{l}\right)\right) w_{p} w_{q} w_{l}\right] \\
& \quad=f\left(x_{i}, t_{r}\right) \tag{10}
\end{align*}
$$

Solving Equation (10) using a method such as TSVD leads to the quantities $d_{\mu}$, and then the values of $u(x, t)$ at any point of $\Omega \times[0, T]$ can be approximated by

$$
u(x, t) \approx \sum_{\mu=1}^{Q} d_{\mu} \psi_{\mu}(x, t), \quad(x, t) \in \Omega \times[0, T] .
$$

In the case $\Omega$ is a domain of the third kind, we can write $\Omega=\Omega_{1} \cup \Omega_{2} \cup \cdots \cup \Omega_{d}$, where $\Omega_{i}, 1 \leq$ $i \leq d$, are disjoint domains of the first or second kind. So, we have

$$
\begin{gather*}
\sum_{\mu=1}^{Q} d_{\mu}\left[\psi_{\mu}\left(x_{i}, t_{r}\right)-\sum_{e=1}^{d} \sum_{l=1}^{m} \sum_{p=1}^{m} \sum_{q=1}^{m} K_{1}\left(x_{i}, t_{r}, \sigma_{e}\left(\tau_{p}, z_{q}\right), \tau_{p}, s\left(t_{r}, \theta_{l}\right)\right) \psi_{\mu}\right. \\
\left.\left(\sigma_{e}\left(\tau_{p}, z_{q}\right), \tau_{p}, s\left(t_{r}, \theta_{l}\right)\right) w_{p} w_{q} w_{l}\right]=f\left(x_{i}, t_{r}\right) \tag{11}
\end{gather*}
$$

where

$$
\begin{equation*}
\sigma_{e}(\tau, z)=\frac{v_{2, e}(\tau)-v_{1, e}(\tau)}{2} z+\frac{v_{2, e}(\tau)+v_{1, e}(\tau)}{2} \tag{12}
\end{equation*}
$$

As we mentioned, $v_{1, e}$ and $v_{2, e}$ are continuous functions relative to the sub-domain $\Omega_{e}$.
We emphasize that this transformation is only considered for integration in $(\xi, s)$ domain, and so the variables $(x, t)$ are not changed, and the pseudospectral methods cannot be used.

## 4. Numerical examples

In this section, we present some numerical examples where $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ ( $n=$ $1,2)$. Due to the restrictions of the optimal choice for the shape parameter $c$, we have selected the parameter in all the examples experimentally. Tables $2-7$ show the estimation of the parameter $c$ for different values of $M$ and $N$. It is shown that the maximum absolute errors are completely dependent on the values of $M, N$, and $c$. As the RBF shape parameter becomes smaller, corresponding to flat RBFs, the accuracy will be better, but the interpolation matrix becomes ill-conditioned. Also, we have used the five-point Gauss-Legendre quadrature rule for numerical integration. All calculations were supported by the Maple 13.

Example 1 (See [14]) Consider the equation

$$
u(x, t)-\int_{0}^{t} \int_{\Omega} K(x, t, \xi, s) u(\xi, s) \mathrm{d} \xi \mathrm{~d} s=f(x, t), \quad(x, t) \in \Omega \times[0,2]
$$

with $\Omega=[0,2]$ and

$$
\begin{aligned}
K(x, t, \sigma, s) & =-\cos (x-\sigma) \exp (-(t-s)) \\
f(x, t) & =\exp (-t)\left(\cos (x)+t \cos (x)+\frac{1}{2} t \cos (x-2) \sin (2)\right) .
\end{aligned}
$$

The exact solution is $u(x, t)=\exp (-t) \cos (x)$. The absolute errors for different values of $M$ and $N$ and $c=0.01$ are shown in Figure 1. Moreover, the maximum absolute errors for different values of $M, N$, and $c$ are given in Table 2. From Figure 1 and Table 2, it can be seen that the present method very well coincides with the exact solution. In fact, as $M$ and $N$ increase and the shape


Figure 1. The absolute errors of Example 1 for $c=0.01$. (a) $M=N=3$, (b) $M=N=4$, (c) $M=N=5$, and (d) $M=N=7$.

Table 2. Maximum absolute errors for different values of $M, N$, and $c$.

| $M, N$ | $c=0.8$ | $c=0.1$ | $c=0.01$ |
| :--- | :---: | :---: | :---: |
| 3,3 | $5.0 \times 10^{-2}$ | $7.0 \times 10^{-3}$ | $6.0 \times 10^{-3}$ |
| 5,5 | $6.0 \times 10^{-3}$ | $2.0 \times 10^{-4}$ | $4.0 \times 10^{-5}$ |
| 7,7 | $6.0 \times 10^{-4}$ | $5.0 \times 10^{-6}$ | $6.0 \times 10^{-7}$ |

parameter becomes smaller, the absolute errors decrease significantly and the results will rapidly tend to the exact values.

Example 2 Now consider the Volterra-Fredholm integral equation (1) which is defined on a non-rectangular domain $\Omega$ with

$$
\Omega=\left\{(\sigma, \tau) \in \mathbb{R}^{2}: 0 \leq \sigma \leq \frac{\pi}{4}, \sin (\sigma) \leq \tau \leq \cos (\sigma)\right\}, \quad T=1,
$$

and

$$
K(x, y, t, \sigma, \tau, s)=1+\sin (x)+y
$$

with the exact solution $u(x, y, t)=x+t$, and define $f(x)$ accordingly. Figure 2 shows the absolute errors for various values of $M, N$, and $c=0.001$ with $t=0.5$. Also, the numerical results are presented in Table 3 in terms of maximum absolute errors at different values for $M, N$, and $c$.


Figure 2. The absolute errors of Example 2 for $t=0.5$ and $c=0.001$. (a) $M=2, N=3$ and (b) $M=3, N=10$.

Table 3. Maximum absolute errors for different values of $M, N$, and $c$ with $t=0.5$.

| $M, N$ | $c=0.2$ | $c=0.02$ | $c=0.001$ |
| :--- | :---: | :---: | :---: |
| 3,3 | $6.0 \times 10^{-2}$ | $6.0 \times 10^{-3}$ | $3.0 \times 10^{-4}$ |
| 3,10 | $7.0 \times 10^{-4}$ | $8.0 \times 10^{-6}$ | $2.0 \times 10^{-8}$ |

Table 3 is considered to illustrate the effect of $M, N$, and the shape parameter $c$ on RBF solutions. This table shows that by increasing $M$ and $N$ and reducing $c$, the absolute errors decrease rapidly.

Example 3 In this example, we consider the Volterra-Fredholm integral equation (1), where

$$
\begin{aligned}
K(x, y, t, \sigma, \tau, s) & =1+x+\sin (y) \\
f(x, y, t) & =x t-\frac{7}{24} t^{2}-\frac{7}{24} t^{2} x-\frac{7}{24} t^{2} \sin (y)
\end{aligned}
$$

with the exact solution $u(x, y, t)=x t$. We consider the region $\Omega$ as follows:

$$
\Omega=\left\{(\sigma, \tau) \in \mathbb{R}^{2}:-1 \leq \tau \leq 1, v_{1}(\tau) \leq \sigma \leq v_{1}(\tau)\right\}, \quad T=1,
$$

where

$$
v_{1}(\tau)= \begin{cases}0, & -1 \leq \tau \leq 0 \\ -\sqrt{\tau-\tau^{2}}, & 0 \leq \tau \leq 1\end{cases}
$$

and

$$
v_{2}(\tau)=\sqrt{1-\tau^{2}}
$$

The traditional methods have some difficulties with regard to the numerical solution of this problem due to the irregularity of its domain. But using some nodes scattered over the $\Omega$, this problem could be solved using the meshless method proposed in this paper. The graphs of the absolute errors are presented in Figure 3 for different values of $M$ and $N$ and $c=0.001$ with $t=0.5$, and the maximum absolute errors are given in Table 4.


Figure 3. The absolute errors of Example 3 for $t=0.5$ and $c=0.001$. (a) $M=N=4$ and (b) $M=5, N=34$.

Table 4. Maximum absolute errors for different values of $M, N$, and $c$ for $t=0.5$.

| $M, N$ | $c=0.9$ | $c=0.1$ | $c=0.001$ |
| :--- | :---: | :---: | :---: |
| 3,3 | $4.0 \times 10^{-1}$ | $1.2 \times 10^{-1}$ | $1.5 \times 10^{-3}$ |
| 4,9 | $4.0 \times 10^{-1}$ | $8.0 \times 10^{-2}$ | $9.0 \times 10^{-4}$ |
| 4,34 | $2.0 \times 10^{-1}$ | $1.4 \times 10^{-3}$ | $1.4 \times 10^{-9}$ |

Example 4 Consider the following mixed Volterra-Fredholm integral equation:

$$
u(x, t)-\int_{0}^{t} \int_{\Omega} K(x, t, \xi, s) u(\xi, s) \mathrm{d} \xi \mathrm{~d} s=f(x, t), \quad(x, t) \in \Omega \times[0, T]
$$

where

$$
\begin{aligned}
K(x, y, t, \sigma, \tau, s) & =t^{2} \cos (x), \\
f(x, y, t) & =\sin (x t)-\frac{1}{2} t^{2} \cos (x)+\cos (x)-\cos (x) \cos (t), \\
\Omega & =\left\{(\sigma, \tau) \in \mathbb{R}^{2}: 0 \leq \sigma \leq 1, \sigma^{2} \leq \tau \leq \sigma\right\}, \quad T=1 .
\end{aligned}
$$

The exact solution of this equation is $u(x, y, t)=\sin (x t)$.
Figure 4 shows the absolute errors for the RBF collocation method for different values of $M$ and $N$ and $c=0.001$ with $t=0.5$, and the maximum absolute errors are reported in Table 5.

Example 5 In this example, we consider the mixed Volterra-Fredholm integral equation

$$
u(x, y, t)-\int_{0}^{t} \int_{\Omega} s \sigma^{2} \exp (5 \mathrm{i} \sigma) u(\sigma, \tau, s) \mathrm{d} \sigma \mathrm{~d} \tau \mathrm{~d} s=f(x, y, t), \quad(x, y, t) \in \Omega \times[0,1]
$$

where $\Omega=[0,1] \times[0,1]$ and define $f(x, y, t)$ accordingly. The exact solution of this equation is $u(x, y, t)=x \cos (y)$ and the kernel is oscillatory kernel. For this example, we have used the following regular points:

$$
\left\{\left.\left(\frac{i}{n-1}, \frac{j}{n-1}\right) \right\rvert\, 0 \leq i, j \leq n-1\right\},
$$

and Halton points which are random points in $\Omega$ [6]. Tables 6 and 7 show the maximum absolute errors for different values of $M, N$, and $c$ for regular points and Halton points. Also, the absolute errors are shown in Figure 5 for $M=3, N=15$ at $y=0.4$ and $c=0.1$.


Figure 4. The absolute errors for Example 4 for $t=0.5$ and $c=0.001$. (a) $M=N=2$ and (b) $M=3, N=5$.

Table 5. Maximum absolute errors for different values of $M, N$, and $c$ for $t=0.5$.

| $M, N$ | $c=1.5$ | $c=0.1$ | $c=0.001$ |
| :--- | :---: | :---: | :---: |
| 2,2 | $9.0 \times 10^{-2}$ | $3.0 \times 10^{-2}$ | $7.0 \times 10^{-3}$ |
| 5,5 | $2.0 \times 10^{-2}$ | $1.8 \times 10^{-3}$ | $9.0 \times 10^{-4}$ |

Table 6. Maximum absolute errors for different values of $M$ and $N$ with $c=0.1$.

|  | Halton points |  |  | Regular points |  |
| :--- | :---: | :---: | :--- | :--- | :--- |
| $y$ | $M=N=3$ | $M=3, N=15$ |  | $M=N=3$ | $M=3, N=15$ |
| 0 | $6.0 \times 10^{-2}$ | $7.0 \times 10^{-4}$ |  | $1.0 \times 10^{-2}$ | $1.0 \times 10^{-4}$ |
| 0.2 | $3.0 \times 10^{-2}$ | $3.0 \times 10^{-4}$ |  | $5.0 \times 10^{-2}$ | $8.0 \times 10^{-4}$ |
| 0.4 | $1.0 \times 10^{-2}$ | $1.8 \times 10^{-4}$ |  | $8.0 \times 10^{-2}$ | $1.0 \times 10^{-4}$ |
| 0.6 | $3.0 \times 10^{-2}$ | $1.6 \times 10^{-4}$ |  | $8.0 \times 10^{-2}$ | $9.0 \times 10^{-4}$ |
| 0.8 | $1.0 \times 10^{-4}$ | $1.4 \times 10^{-4}$ |  | $5.0 \times 10^{-2}$ | $5.0 \times 10^{-4}$ |
| 1.0 | $2.0 \times 10^{-1}$ | $1.0 \times 10^{-3}$ |  | $1.0 \times 10^{-2}$ | $5.0 \times 10^{-4}$ |

Table 7. Maximum absolute errors for different values of $M$ and $N$ with $c=0.8$.

|  | Halton points |  |  | Regular points |  |
| :--- | :---: | :---: | :--- | :---: | :---: |
| $y$ | $M=N=3$ | $M=3, N=15$ |  | $M=N=3$ | $M=3, N=15$ |
| 0 | $1.0 \times 10^{-1}$ | $2.0 \times 10^{-2}$ |  | $8.0 \times 10^{-2}$ | $1 \times 10^{-3}$ |
| 0.2 | $1.2 \times 10^{-1}$ | $8.0 \times 10^{-3}$ |  | $9.0 \times 10^{-2}$ | $8 \times 10^{-3}$ |
| 0.4 | $1.4 \times 10^{-1}$ | $4.0 \times 10^{-3}$ |  | $8.0 \times 10^{-2}$ | $1 \times 10^{-3}$ |
| 0.6 | $1.6 \times 10^{-1}$ | $6.0 \times 10^{-3}$ |  | $6.0 \times 10^{-2}$ | $9 \times 10^{-3}$ |
| 0.8 | $1.4 \times 10^{-1}$ | $5.0 \times 10^{-3}$ |  | $4.0 \times 10^{-2}$ | $5 \times 10^{-3}$ |
| 1.0 | $1.0 \times 10^{-1}$ | $5.0 \times 10^{-3}$ |  | $4.0 \times 10^{-2}$ | $5 \times 10^{-3}$ |

As it is seen in Tables 6 and 7, since the Halton points are uniformly distributed in $\Omega$, there is no significant differences between the use of these points and the regular points.


Figure 5. The absolute errors for Example 5 with $M=3, N=15$ at $y=0.4$ for $c=0.1$. (a) Regular points and (b) Halton points.

## 5. Conclusion

In this paper, a collocation method based on RBFs for numerical solution of mixed VolterraFredholm integral equations is presented. The proposed method is a meshless method which needs only a scattered set of nodes in the domain instead of a mesh. Also, the geometry of the domain does not play an important role in the presented method. These are significant advantages of the method.
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