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Abstract

Wireless ad hoc networks are vulnerable to several attacks including packet dropping. In this kind of attack, a malicious node tries to absorb network traffic and then drop them to form a denial of service (DOS) attack. Black hole attack is a sort of DOS attack. In this attack, a malicious node advertises itself as having the shortest and freshest path to the destination. Once traffic is redirected to this node, it simply drops them. In this paper, we present a novel solution to detect the black hole attack based on learning automata (LA). By using learning automata in a random environment, nodes can learn and adopt its behaviors based on the received signals from the environment. To the best of our knowledge, our work is the first one that tries to detect black hole attack by using LA. The simulation results in NS2 show that using proposed solution, attack is detected successfully.
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I. INTRODUCTION

Wireless ad hoc networks consist of a set of mobile nodes, to communicate using a cooperative scheme. These networks are self-organized and self-configured and have no infrastructure and centralized management. Each node of the network can communicate with all other nodes, which are placed in their communication range. If a node has packets to send, and the receiver is not in its range, it requires the cooperation of other nodes to be able to deliver its packets to the destination. Therefore, each node of network can act as a host as well as a router. Applications of such networks include establishing survivable, efficient, dynamic communication for emergency/rescue operations, disaster relief efforts, military, civilian networks and many other scenarios that require rapid deployment.

The packet dropping attack is a kind of denial of service attacks. In this type of attack, some nodes of the network can not transmit or receive their packets correctly. A packet may be dropped under various reasons. Wireless communication leads to packet dropping, if collisions occur.

Also, other reasons of packet dropping include: congestion in the medium, overflow of the transmission queue, broken links which they are cause of nodes’ mobility and lacks of energy resource, errors in the packet, expiration the value of TTL (time to live). A selfish node [1, 2] wants to preserve its resources while using the services of others and consuming their resources. Therefore, the selfish node cooperates in the route discovery phase correctly, but it avoids forwarding other nodes’ packets to save its resources and then drop them. Also, malicious behaviors of the adversary nodes in the network are the serious reason of packet dropping. Throughout this paper, we will deal to this type of packet dropping.

The black hole attack [1, 2] is a dangerous attack which adversary nodes try to absorb all packets on the network and then drop them to form a denial of service. The target of this attack is mainly the reactive routing scheme of the network. In the following we discuss about a reactive routing protocol and effect of this attack on it.

A. The Ad hoc On-Demand Distance Vector

The Ad hoc On-Demand Distance Vector (AODV) routing protocol [3] is developed based on the Destination Sequenced Distance Vector (DSDV) routing protocol [4] for wireless ad hoc networks. This protocol is a reactive.

Therefore, when the source node wants to establish a connection to the destination node it will initiate route discovery phase, if it has not any knowledge of that in its routing table. To find a path to the destination, it broadcasts a route request (RREQ) packet to all one-hop neighbors. Receiving a RREQ packet by intermediate node, first, it will looks up its routing table to find a path to the destination. If it has, it will be sends back a route reply (RREP) packet to the origin node. Otherwise, it will rebroadcast it to its all
immediate neighbors until it reaches to the destination node or any intermediate node that has knowledge of it. In this routing protocol, the metrics of calculating route between source and destination are based on the freshness and the length of the path. If an advertised path has fewer hops, it will be judged as a shortest path. In other words, the first received route will be as a shortest path. The value of freshness of a route will be obtained based on the value of the sequence number of RREP. Every route reply packet contains a sequence number which implies freshness of the route. The source node considers a path as the freshest among all received, if it has the greatest sequence number.

B. Black hole attack

Since, there is no security mechanism in AODV; this routing protocol is subject to many threats. In this routing protocol, it is supposed that every node is truthful. If a node advertises that it has the shortest and the freshest path to the destination, other nodes may trust it.

A dangerous attack in AODV is a black hole attack; which is a sort of denial of service attack. A malicious node can absorb all network packets by falsely claiming that it has the freshest and the shortest path to the destination. Once an adversary node receives a RREQ packet, it instantly sends a RREP packet back to the source node through the reverse path with the highest sequence number as the freshest path and sets hop count to one as the shortest path. Receiving RREP packet by intermediate node may lead to update its routing table with forged information and then sends back to the source. By receiving the source node, it forwards all its packets to the malicious node as the next hop. Once, the adversary node receives the packets, it simply drops all of them. Black hole attack has two major drawbacks:

- Propagating the falsely information in the network by sending a faked route reply packet.
- Dropping all received data packets instead of forwarding.

In this paper, we present a new approach based on learning automata to detect this attack. The rest of this paper is organized as follow: Related works on black hole attack detection is studied in section 2. In section 3, network model, attack model and our solution to detect the attack is described. In section 4, we present the simulation results and discuss on them. Section 5 provides our conclusion and future works about the proposed algorithms.

II. RELATED WORK

In [5], authors present a secure version of AODV to countermeasure toward the black hole attack based on the additional control packets, which are called Further Route Request and Further Route Reply. When an intermediate node sends a RREP to the source node, the source will send a further route reply to the next hop of the sender RREP node to verify whether it has really a route to the destination node or not. The node will send back a Further Route Reply which contains checking results. If the next node has no route to the intermediate node and the destination, the source node broadcasts an alarm packet to the whole network and initiates a new route request. In the case that the next node has no route to the intermediate node but it has a route to the destination, the source node forwards its packets through this node. The main drawback of this scheme is that if the intermediate node is far away from the source, the overall delay of network will be increased.

In [6], authors developed a neighbor-based method to detect black hole attack. Once the routing discovery phase is finished, source node requests the destination to send its neighbor set. After the source node receives the neighbor set information, it calculates the difference between them. If difference is larger than the predefined threshold, it finds that the network is exposed to black hole attack. Then, the source node authenticates the destination node using a cryptography based method and sends a control packet to correct the path.

In [7], Hollic et al. present an analytical model of the AODV route acquisition process. The proposed model can predict the probability density function (PDF) of the estimated route length. The model is extended in [8] to classify node misbehaviors. In this scheme, all destination nodes which are farther than half of the maximum hop count away from the source node will be determined as malicious node probably. The authors claimed that for distance greater than that value, number of correct routes to the destination will decrease and malicious nodes will answer the RREQ packet with a higher probability. In the other words if destination nodes are located far away from the source nodes, the false positive will be raised.

Authors of [9] proposed two solutions to detect the black hole attack. In the first solution, a path will be selected among all received routes, in terms of shared hops. From the shared
hops the source node can recognize the safe route to the
destination. The main drawback of this approach is to force
more delay on the network. In the second solution, each node
stores the last-packet-sequence-numbers for the last packet
sent to each node and the last-packet-sequence-numbers for
the last packet received from each node. The received RREP
contains last-packet-sequence-numbers received from the
source node. According to the sequence number, the source
node can detect the malicious RREP.

In [10], authors proposed a solution to identify black hole
attack using anomaly detection. They used three features: the
number of RREQ packets, the number of received RREP
packets and the average difference between the destination
sequence number in the received RREQ packet and a list in
the node in each interval. The mean vector $\bar{D}$ is calculated as
d($x$) = $\|x - \bar{D}\|$. Where $D$ represents the training data set
for $N$ time slots and $x$ is . When the $d(x)$, is larger than the
threshold $T_h$, then it will be considered as an attacker. This
threshold is taken from $T_h = d(x_l)$, where $l = arg_{i \in A} \max_{x \in B} d(x)$. The initial mean vector is calculated in initial
time $\Delta T$, and it will be used to detect the next time interval.
If $\Delta T$ is judged as normal, the corresponding data set will be
used as learning data set. Otherwise, it will be used as data
set including attack and it will be discarded. This process will be
repeated after each time interval $\Delta T$.

Authors of [11] proposed an authentication mechanism
based on the hash function, message authentication code
(MAC) and pseudo random function (PRF) for detecting black
hole attack. In this work, RREP packets are signed and
encrypted by a sharing secret key. Each node obtains its key
by selecting a random number and recursively applying
pseudo random function. Also, nodes have to generate a
timestamp in the RREP packets for validating the packet in the
destination node. Each node receives a RREP packet; it firstly decrypts and authenticates the packet by its key. Then, it
validates timestamp to ensure that it is in a reasonable time
delay range. This scheme needs a time synchronization
mechanism.

In [12], authors proposed a game theoretic approach for
identifying the black hole attack. They used two-player non-
cooperative non-zero sum game between MANET and
adversary nodes. Also, authors of [13] prevented black hole
attack through the IDS.

III. LEARNING AUTOMATA

In this section, we briefly introduce the basic concept of
learning automata and describe how it works.

Learning automata [14] is a machine which operates in a
random environment. It tries to learn adopting itself with the
environment, using feedback. Each automaton has a finite set
of actions and each action has a certain probability that is
updated according to the feedbacks received from environment. Feedbacks are in the terms of reward and
punishment. If the automaton performs an action correctly it
gets reward, otherwise it will be punished.

According to the received feedbacks from environment,
each automaton updates its action probabilities which finally
impacts on choosing the future action. The main goal is that
automata learn to select the best action out of their finite
action list. Therefore, the best action is the one that maximizes
probability of getting reward from the environment. Figure 2
illustrates how learning automata work.

The environment is modeled as a triple $E = \{a, \beta, \gamma\}$, where
$\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_t\}$ represents a set of inputs, $\beta = \{\beta_1, \beta_2, \ldots, \beta_t\}$ represents the set of output and $\gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_t\}$ represents the set of penalty probability, where
each member of $\gamma$ is related to one input of action $\alpha_t$. That
environment in which $\beta$ can take only binary values 0 or 1 is
referred to as P-Model environment. In this kind of
environment, $\beta_1 = 1$ is considered as punishment and $\beta_2 = 0
as reward. A further generalization of the environment allows
finite output set with more than two elements that take values in the interval [0,1]. Such an environment is referred to as
Q-Model. Finally, when the output of environment is a
continuous range value in the interval [0,1], it is referred as
S-Model.

Learning automata are categorized into fixed-structure
stochastic and variable-structure stochastic. This paper uses
variable-structure stochastic automata. Variable-structure
stochastic automata can be defined as a quadruple
($a, P, \beta, T$) where $a = (a_1, a_2, \ldots, a_t)$ represents the action
set of the automata, $\beta = (\beta_1, \beta_2, \ldots, \beta_t)$ represents the input
set, $P = (P_1, P_2, \ldots, P_t)$ represents the action probability set,
and $P(n + 1) = T[\alpha(n), \beta(n), P(n)]$ represents the learning
algorithm. Based on the action probability set $P$, automaton
randomly chooses an action $\alpha_t$ and apply it on the
environment. Automaton will update its action probability set
after receiving environment’s feedback. Equation (1) is for
favorable responses and equation (2) is for unfavorable ones.

\[
p_i(n + 1) = p_i(n) + a_1(1 - p_i(n))
\]

\[
p_j(n + 1) = p_j(n) - a_2p_j(n) \forall j \neq i
\]

\[
p_i(n + 1) = (1 - \beta)p_i(n)
\]

\[
p_j(n + 1) = \frac{\beta}{1 - \beta} + (1 - \beta)p_j(n) \forall j \neq i
\]

In these two equations, $a$ and $b$ are reward and penalty
parameters respectively. Learning algorithm is called L_{RP}
(Linear Reward-Penalty) if $a = \beta$, for $a \ll \beta$, it is called L_{ReP}
(Linear Reward epsilon Penalty) and for $b = 0$, it is called L_{RI}
(Linear Reward Inaction). In this paper, we use L_{RP} algorithm.

In this paper, the actions set of the automata include:

- Transmitting data through the first received path.
- Transmitting data through other path, if the current
path is under attack.
IV. DETECTION ALGORITHM

In this section, first we describe network and attack model, then behavior of the malicious node will be studied and then by considering the behavior of adversary node the approach to detect black hole attack based on learning automata will be presented.

A. Network model

Two different kinds of nodes are randomly and uniformly distributed in the network, including normal nodes and adversary nodes. All nodes are distributed in a rectangular area. It is assumed that all links between nodes are bidirectional and all nodes in the network have the same transmission range. Hence, each node can discover all immediate neighbors which are positioned in its transmission range. Also, it is assumed that each node has no information about the entire network topology. It is supposed that nodes in the network have no mobility. It is assumed that, each node is identified by a unique identifier throughout the network.

B. Attack model

Considering that wireless ad hoc networks are deployed in an unattended environment, due to lack of physical protection, the network is susceptible toward two kind of attack model: outsider and insider [20].

In an outsider attack model, a malicious node only access the transmission channel and it has not any secret information of network such as secret key. While in an insider attack model, once a node gets compromised, all information even secret information stored in it might be exposed to the attacker. In this paper we assume the attack model is outsider.

C. The behavior of the adversary node

Each adversary node tries to damage network by dropping data packets and propagating false information in the network. Identifying the behavior of the adversary node in the network will help us to distinguish between misbehaviors and normal behaviors of nodes.

The malicious node in the network has the following behaviors in different situations:

- A malicious node never sends a data packet to a particular destination.
- A malicious node never forwards any received data packet.

- A malicious node will drop received data packets.
- Since, the adversary node has no data to send, then it never initiates the route discovery phase. In the other words, it will not send any RREQ packet.
- Each adversary node responses to every received RREQ by sending a RREP packet and does not forward any RREQ.
- A malicious node always sends the RREP packet.

D. Algorithm Description

Every node in the network has a list of its immediate neighbors. It is assumed that all nodes are trusted and each node trusts all neighbors initially. Each node keeps a value of trust which is assigned to each of its neighbors and implies the reliability degree. The value is chosen from the interval [0,1].

The initial value of trust for each neighbors are 1. As we mentioned before, each node in the network trust all its immediate neighbors. Hence, it is supposed that all nodes have normal behavior in the network. Nodes update the value of trust associated to their neighbors by receiving feedback from the network. The corresponding value of reward therefore punish in this scheme is equal.

Fig. 2: The Automaton Environment Feedback Loop.

For each neighbor’s of a node, there is a learning automaton that can calculate the degree of confidence in the neighbor. By considering the degree of confidence in any of the neighbors, the act of sending or not sending the node is selected by the automata. In fact, the probability of selecting each of the automata is arranged according to their degree of confidence. In other words; the probability of selecting action-send is proportionate with degree of confidence. Finally, regarding feedback environment, the degree of confidence in any of the neighboring nodes are updated, this process are going to identification adversary nodes. After calculating the confidence of each node, the confidence of path can be considered as minimum degree of confidence in nodes.

When a node has a packet to send and it has no knowledge of the destination node in its routing table, it starts the route discovery phase by sending a RREQ packet. If any node has information about the destination, it will send back a RREP packet. Otherwise, it forwards the received RREQ, until RREQ is received by the destination node or a node that knows how can reach to the destination. Since, the adversary node never sends or forwards a RREQ, each node that receives RREQ will
receives the \textit{RREQ}. Also, receiving \textit{RREP} by the nodes leads to considering punishment for the sender node.

This is due to the fact, sending \textit{RREP} is one of the actions which will be selected by adversary node when a \textit{RREQ} packet is received.

When a data packet is received from an adversary node, receiving node will reward sender. Since, the malicious node will never forward or send any data packet. However, sending or forwarding data packets to a node as the next hop leads to punish that node if it is not the destination node. The node has no knowledge whether other nodes will forward the packet or not.

Unfortunately, all nodes whether they are adversary or not will be punished when they send or forward the \textit{RREP}, after a while, the value of trust for them will be less than the threshold $\Delta T$. This scenario is illustrated in Fig. 3.

To solve this problem, each node after receiving K data packets, will sends back the \textit{ACK} packet which contains number of received packets from the source. Receiving \textit{ACK} from a node means that it has forwarded data packets to the destination. In result, each node in the reverse path rewards that node which has forwarded data packet to it.

If there is an adversary node in the network, receiving \textit{RREQ}, the attacker will respond immediately by sending back a \textit{RREP} packet which implies having the freshest and shortest path to the destination. All nodes that receive the \textit{RREP} packet will punish the sender. Also, the attacker will drop all received data packets. In result, no \textit{ACK} will be send back by the destination. Punishing by neighbor nodes will be resulted to decrease the trust value less than the threshold $\Delta T$. In this case, the adversary node will be marked as a malicious node and an alarm will be fired by neighbors.

However, in this scheme, all intermediate nodes will be marked as an adversary node. Since, no \textit{ACK} is received from the destination, all nodes in the path will suspect the next node. To address this problem, in the proposed scheme three nodes can send \textit{ACK}: the destination node, the node which sends back \textit{RREP} and the first node in the reverse path which receives the \textit{RREP} (Fig. 4).

Note that, when one of these nodes sent \textit{ACK} packet, other nodes don’t send if they have sent or received that before. Also, they don’t forward same received packet to save bandwidth. It is supposed that adversary nodes can’t generate alarm and \textit{ACK} packets to launch a new attack.

V. SIMULATION AND DISCUSSION

This section reports the simulation results on proposed scheme. We’ve used NS-2 [15] (Network Simulator) to simulate our network and AODV is used as the routing protocol. The simulation parameters are summarized in Table 1. The simulation is done to evaluate the performance of network parameters. Considered metrics are as below:

- Packet Delivery Ratio: implies the packets that are sent from source node and delivered to the destination.
- Control Overhead: The overhead of routing control packets to detect the attack when the detection algorithm is applied.
- False Positive Probability: The probability that the proposed scheme detects a normal node as an adversary node.

Fig. 5 illustrates the packet delivery ratio in the presence of adversary nodes. As it is shown, data packet delivery ratio as a function of simulation time. When there is no malicious node in the network, average packet delivery is 0.78. Some packets may be dropped due to congestion, collision. However, the ratio is decrease when network is under attack. In fact, adversary nodes try to drop all incoming data packets. Once the proposed scheme is applied, the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing Protocol</td>
<td>AODV</td>
</tr>
<tr>
<td>Mac</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Terrain Area</td>
<td>500m \times 500m</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>100m</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>50</td>
</tr>
<tr>
<td>Number of Attackers</td>
<td>10</td>
</tr>
<tr>
<td>Traffic Type</td>
<td>CBR</td>
</tr>
<tr>
<td>Packet Size</td>
<td>512 Kb</td>
</tr>
<tr>
<td>Rate</td>
<td>20pkts/s</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>10,000 seconds</td>
</tr>
<tr>
<td>Reward, Punish value</td>
<td>0.01 - 0.2</td>
</tr>
<tr>
<td>Initial value of trust</td>
<td>1.0</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>0.33</td>
</tr>
</tbody>
</table>
overall network throughput will be increased. In Fig. 6, the standard AODV is used as a baseline to compare with detection algorithm. As it is illustrated, the control overhead is increased. This is due to sending back ACK from nodes. We study and measure the false positive probability when nodes in the network detect a normal node as an adversary node. In most cases, the algorithm can detect correctly attacks with probability of 0.84. As it is shown in Fig. 7, the effect of the value of reward and punish on false positive probability is illustrated.

VI. CONCLUSION AND FUTURE WORKS

In this work we have studied the AODV routing protocol, black hole attack. We have presented a novel approach to detect the attack by considering the learning automata approach. The attack could be detected with a low false positive probability. Future work includes extending this work for MANET. Also, we would like to extend the proposed scheme for detection of all kind of packet dropping in wireless networks.
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