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Abstract Appropriate clustering and routing algorithms in

multi-hop wireless sensor networks considerably affect the

energy consumption and prolong the network lifetime.

Besides, the required inter-cluster communications in these

networks may lead to imbalanced energy consumption

among cluster-heads that in turn decreases the network

lifetime. In this paper, a gradient-based clustering algo-

rithm for energy-efficient routing (GCER) in wireless

sensor networks is proposed. The main idea is based on

partitioning the sensing region in such a way that the total

energy consumption of the network is minimized. The

algorithm uses unequal clustering structure which balances

the energy consumption among the cluster-heads and les-

sens the effect of hotspot problem. Furthermore, a dis-

tributed protocol for choosing cluster-heads and routing is

deployed to balance the energy among all sensor nodes.

Simulation results show that the proposed scheme balances

the energy consumption among the cluster-heads and

increases the network lifetime compared to some recent

reported clustering schemes in the literature.

Keywords Energy balancing � Hot spot problem � Network
lifetime � Unequal clustering � Wireless sensor network

1 Introduction

In wireless sensor networks (WSNs), a large number of

sensor nodes are densely deployed over a desired area to

monitor environmental parameters or to sense specific

data. The sensor nodes send their data to one or some

data sinks which are located in the sensing field in a

single-hop or multi-hop manner (Akyildiz et al. 2002).

WSNs are usually application-based networks where the

sensor nodes are typically equipped with low-cost bat-

teries, limited memory, and low processing capabilities.

In most applications, changing or recharging the batter-

ies is not practical (Sendra et al. 2011), so many nodes

may deplete their batteries and lose their connection to

the rest of the network. Therefore, designing energy

efficient protocols is crucial to have efficient and long-

life networks.

In the past decade, several techniques have been pro-

posed to increase the scalability and energy efficiency in

data gathering of WSNs. It is shown that clustering sig-

nificantly improves the energy consumption in data

gathering, hence there are many researches on hierarchi-

cal clustering and routing. In this method, instead of

directly communicating with the sink, each cluster

member communicates with its short distant correspond-

ing cluster-head (Heinzelman et al. 2002; Younis and

Fahmy 2004).

Clustering technique increases the cluster-heads load

and forces them to run out of their batteries faster than their

cluster members. This imbalanced energy consumption can

lead to shortening the lifespan of the cluster-heads; there-

fore the rotation of cluster-heads (Heinzelman et al. 2002)

is used to balance the energy consumption among the

cluster-heads and the other members.
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A cluster-head forwards the data to the sink using either

single-hop or multi-hop communication through other

cluster-heads. In gradient-based model, all sensor nodes are

categorized according to their gradients, i.e., their hop

counts to the sink. The generated data by sensors must be

delivered via a multi-hop path to the sink in the descending

direction of the gradient (Schurgers and Srivastava 2001).

Research findings (Mhatre and Rosenberg 2004) have

shown that multi-hop routing is more energy-efficient than

sensor-to-sink direct transmission over long-distance

transmissions. However, multi-hop routing techniques

force all nodes near the sink to relay more packets than the

others. Consequently, those nodes deplete their batteries

very fast, leading to what is known as hot spots problem (Li

and Mohapatra 2007). When this problem emerges, no data

can be delivered to the sink; therefore, the imbalanced

energy consumption among different cluster-heads parti-

tions the network.

In this paper, a gradient-based clustering algorithm for

energy-efficient routing (GCER) in WSNs is proposed and

evaluated. This method aims to balance the energy,

decrease the total energy consumption, and prolong the

lifetime of the network. The main contributions of this

paper can be summarized as follows:

• In GCER, the WSN field is partitioned into multiple

concentric rings. The sensor nodes are categorized

according to their own individual gradients based on

their hop counts to the sink. We obtain the proper value

for the width of each ring that minimizes the total

energy consumption of all nodes.

• In GCER unequal partitioning of the field for each

clustering area is used to balance the energy consump-

tion among cluster-heads. The algorithm computes the

proper cluster radii and the number of cluster-heads for

each ring.

• In GCER an energy-aware cluster-head selection

method and gradient-based inter-communication rout-

ing protocol are used to balance the energy consump-

tion and to mitigate the hot spots problem in the

network.

The rest of this paper is organized as follows: Sect. 2

reviews some related works. We present the network

model and problem statement in Sect. 3. Section 4 pre-

sents the GCER protocol and explains the proper value

for the width of each ring and the corresponding cluster

radii to minimize the total energy considering the bal-

anced energy consumption constraints. Section 5 pre-

sents protocol operation and describes the energy-aware

cluster-head rotation and data relay. Simulation results

are provided in Sect. 6 before concluding the paper in

Sect. 7.

2 Related Work

Recently, several clustering algorithms and cluster based

routing protocols have been proposed to prolong the net-

work lifetime in WSNs. These routing protocols offer more

scalability, flexibility, robustness and energy efficiency

compared to the ordinary flat routing techniques (Zhang

et al. 2013; Peiravi et al. 2013; Wang et al. 2012; Yong and

Pei 2012).

In Heinzelman et al. (2002), low-energy adaptive clus-

tering hierarchy (LEACH), as a distributed clustering

protocol for periodical data-gathering applications in

WSNs is proposed. In LEACH, each node acts as a cluster-

head or an ordinary node according to a certain probability

in each round. Randomized rotation of cluster-heads is

used to balance energy consumption over all sensor nodes

in the network. LEACH is suitable when cluster-heads send

their data directly to the sink; hence it is not an appropriate

mechanism for a large-scale WSN.

For multi-hop transmission scenarios, hybrid, energy-

efficient, distributed clustering (HEED) scheme is pro-

posed in Younis and Fahmy (2004). In HEED, cluster-

heads are selected periodically according to their residual

energy and a secondary parameter like node proximity to

its neighbors or node degree to minimize the communica-

tion cost taking into account the communication-range

constraints and intra-cluster communication cost informa-

tion. However, it does not consider the energy balancing

issue among cluster-heads. As a result, the cluster-heads

near the sink are burdened with much heavier relay traffic

than the others which leads to the hot spots problem around

the sink.

To reduce the hot spots problem in multi-hop WSNs,

unequal clustering mechanisms is adopted in more recent

studies. Soro and Heinzelman (2005) study an unequal

clustering model in multi-hop WSNs to balance the energy

depletion among cluster-heads. This work concentrates on

a heterogeneous network and assumes that cluster-heads

are deterministically deployed at some pre-computed

locations. The authors use both theoretical analysis and

experimental investigation to show that unequal clustering

mechanism is useful for heavy traffic applications. An

energy-efficient unequal clustering mechanism (EEUC)

was proposed in Li et al. (2005). EEUC suggests an

energy-aware multi-hop routing protocol for inter-cluster

communications. This algorithm presents an unequal-sized

clustering mechanism in periodical data-gathering appli-

cations where the clusters closer to the sink have smaller

size compared to those that are farther from the sink. This

algorithm does not optimize the cluster-head radius to

distribute energy consumption among different cluster-

heads evenly. The directed diffusion data dissemination
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pattern is proposed in Intanagonwiwat et al. (2000). In this

data centric routing scheme, the sink broadcasts an interest

message. Considering the interest message, each node

sends its data to the sink via the aggregation tree. Schurgers

and Srivastava (2001) propose gradient-based routing

(GBR) in which the number of hops taken from the sink is

recorded in the interest message and the data packets are

forwarded through the path with the largest gradient.

Han et al. (2004) introduced an improved version of the

gradient-based routing protocol. In this scheme, every

sensor node has a gradient value, which is defined as its

minimum number of hops to the sink. The cluster-heads

forward the data to the sink through a link with the

descending direction of the gradient. Liu et al. (2012)

propose an energy-balancing unequal clustering approach

for gradient-based routing (EBCAG) with unequal-sized

clusters for WSNs. Each sensor node has a gradient value,

and the cluster size depends on the cluster-head’s gradient

value. The data are forwarded by cluster-heads to the sink

via a path which is followed by the descending direction of

the gradient. The EBCAG scheme assumes the same width

for all rings. Also, EBCAG did not provide a way to select

the next relay node in the next inner ring during the data

dissemination phase. Also, each non-cluster-head node

chooses its cluster-head according to the largest received

signal strength. To minimize the total consumed energy in

all nodes, Li et al. (2013) propose a scheme to construct

optimal clustering structure. Also, distributed energy-aware

cluster-head rotation and routing protocols are introduced

to balance the energy depletion among all sensor nodes.

In this paper, a gradient-based clustering algorithm for

energy-efficient routing (GCER) in wireless sensor net-

works has been proposed. In contrast to the EBCAG (Liu

et al. 2012), our main idea is based on partitioning the

sensing field unequally such that the total consumed energy

in the network is minimized. The basic idea of GCER is to

divide the network area into some concentric rings. The

proper width of each ring and the corresponding cluster

radii are derived to minimize the total required energy for

intra- and inter-cluster communications. Moreover, GCER

proposes a new scheme for inter-cluster multi-hop routing

to balance the energy consumption among intervening

cluster-head relays.

3 Network Model and Problem Statement

3.1 Network Model

We assume a wedge-shaped sensing filedW with radii Rfield

and angle u in which n sensor nodes are uniformly dis-

tributed with density q. The sink is located at the conver-

gence vertex of the wedge-shaped region. See Fig. 1).

The sensor nodes are deployed to transmit their data to

the sink periodically and have similar capabilities and

initial energy. Furthermore, it is assumed that the sensed

data are correlated, so all cluster-heads can compress the

received data from their cluster members into a single

outgoing packet with fixed length. Let c denote the

aggregation coefficient, i.e., the data from c sensors can be

aggregated into a single packet. Also, it is assumed that the

energy for data aggregation is EDA (nJ/bit/signal). The

energy consumption for receiving an l bit message is given

by Heinzelman et al. (2002):

ERxðlÞ ¼ ERx�elecðlÞ ¼ lEelec; ð1Þ

And the consumed energy to transmit an l bit message

over distance d is:

ETxðl; dÞ ¼ ETx�elecðlÞ þ ETx�ampðl; dÞ

¼
lEelec þ lefsd2 d� d0

lEelec þ leampd
4 d[ d0

(
;

ð2Þ

where d0 is the reference distance, Eelec is the electronics

energy, efsd
2 and eampd

4 are the amplifier energies for free

space and two-ray ground propagation models,

respectively.

3.2 Problem Statement

As the transmission range of sensor nodes is limited, most

nodes in a large-scale WSN send their data to the sink

using multi-hop communication when clustering tech-

niques are used. In multi-hop WSNs each cluster-head

aggregates the received data from its cluster members and

sends them to the next hop, moreover, it relays the traffic

received from the other cluster-heads. Accordingly, in

Fig. 1 Sensor nodes in a wedge-shaped region
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these networks the energy is consumed for intra-cluster

and inter-cluster communications. The former corre-

sponds to the energy spent by data communication and

data processing within the cluster while the latter corre-

sponds to the energy required for communicating with

other cluster-heads and with the sink. Since the cluster-

heads near the sink are burdened with much heavier relay

traffic, they tend to die much faster than the other cluster-

heads. Therefore, the hot spots problem will appear in the

network and it shortens the network lifetime. Several

unequal clustering mechanisms are proposed to mitigate

the hot spots problem. In most of them, the nodes are

grouped into unequal-sized clusters where the clusters

near the sink have smaller size compared to those which

are placed farther from the sink. As a result, the cluster-

heads closer to the sink can save energy for relaying the

traffic. Therefore, WSNs need a scalable and energy

efficient multi-hop routing algorithm for periodical data

dissemination applications. Hence, the main objectives of

multi-hop routing include: energy balancing among the

cluster-heads, low control overhead, fully decentralized

and distributed mechanism. In this mechanism each relay

node chooses the next hop based on its own information

without requiring a central node to compute the proper

links.

4 The Proposed Clustering Mechanism

4.1 Sensor Area Partitioning

In this section, the required relationship among different

radii R1\R2\…\Rk = Rfield is obtained such that the

total consumed energy in the network is minimized. For

this purpose, we partition the sensor arena into multiple

concentric rings where the width of each ring is smaller

than the reference distance, d0. Assume that W is divided

into k sectors C1, C2,…, Ck by its intersection with k

concentric circles around the sink using monotonically

increasing radius R1\R2\…\Rk = Rfield, where

Rk = Rfield is a constant system parameter. C0 is assumed

as the sink and R0 = 0. Let ni denote the number of nodes

deployed in sector Ci and Ai denote the area of sector Ci.

Since all sensor nodes are uniformly distributed across W

with density q for each i, 1 B i B k, we have:

EðniÞ ¼ qAi ¼ q
Zu
0

ZRi

Ri�1

xdxdu ¼ qu
2

ðR2
i � R2

i�1Þ: ð3Þ

where E(ni) is the expected number of nodes in sector Ci.

Assume ri and mi are proper cluster radii and the number of

cluster-heads in the ith ring, respectively.

EðmiÞ ¼
Ai

pr2i
¼ R2

i � R2
i�1

r2i
; 2� i� k; ð4Þ

E(mi) is the expected number of cluster-heads in sector Ci.

Also, assume Bi is the average rate of transmitted data by

the cluster-heads in the ith ring, including both intra- and

inter-cluster traffic. Bi can be calculated by:

Bi ¼ ck

Pk
j¼i

EðnjÞ

EðmiÞ
¼ cpr2i qk

R2
k � R2

i�1

R2
i � R2

i�1

; 2� i� k; ð5Þ

where c (0\ c B 1) and k are the data aggregation coef-

ficient and the average rate of generated traffic (bits/s) by

each sensor node, respectively. Recall that c is the aggre-

gation coefficient, i.e., the data from c sensors can be

aggregated into a single packet. The expected transmission

distance among cluster-heads in two adjacent rings Ci and

Ci-1 is shown with di and can be calculated using (6). In

this equation, q(i,r,u) is the probability density function of

nodes in the ith ring.

EðdiÞ ¼
Z Z

qð1; r;uÞr � rdrdu

¼
Zu
0

ZRi

Ri�1

qði; r;uÞr2drdu�
Zu
0

ZRi�1

Ri�2

qðði� 1Þ; r;uÞr2drdu

qði; r;uÞ ¼ 1

Ai

¼ 1
u
2
ðR2

i � R2
i�1Þ

EðdiÞ ¼
2

3

ðR3
i � R3

i�1Þ
ðR2

i � R2
i�1Þ

� ðR3
i�1 � R3

i�2Þ
ðR2

i�1 � R2
i�2Þ

� �
:

ð6Þ

Sensor nodes in ring C1 can directly transmit their data to

the sink, but all other sensor nodes should transmit their data

through their own cluster-head. Using (6) we can find the

expected transmission distance between each node and the

sink as 2R1/3, where using (5) we have B1 ¼ pr2ckR2
k=R

2
1.

According to the first condition in (2), the average energy

consumption per second of cluster-heads in the inner ring C1

is given by:

ETx1ðB1; d1Þ ¼
ckR2

k

R2
1

� Eelec þ efs
4R2

1

9

� �
: ð7Þ

Taking the derivative of (7), we have

dETx1ðB1; d1Þ
dR1

¼ � ckR2
k

R3
1

Eelec\0: ð8Þ

Notice that (8) is a monotonically decreasing function of

R1, i.e., by increasing R1, sensors in C1 need less energy to

transmit data to the sink. Assume R1 takes its maximum

possible value, i.e., R1 = d0. To find a relationship among

different sectors’ radii to minimize the average energy

consumption per node, we first consider that energy for a

node in the ith ring as:
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ETxiðBi; diÞ ¼ Bi � ðEelec þ efsd
2
i Þ: ð9Þ

According to (9), the minimization of Bi reduces the

average energy consumption. To minimize Bi, we use the

Lagrange identity which is given in (10).

X
1� p\q� i

ðapbq � aqbpÞ2 ¼
Xi
p¼1

a2p

 ! Xi
p¼1

b2p

 !

�
Xi
p¼1

apbp

 !2

: ð10Þ

For each j, i B j B k, let aj = (cknj/mi)
1/2 and bj = 1.

Notice that

Bi ¼
Xk
p¼i

a2p;
Xk
p¼i

b2p ¼ ðk � iþ 1Þ: ð11Þ

By substituting (11) in Lagrange’s identity, we obtain

Biðk � iþ 1Þ ¼
X

i� p\q� k

ðap � aqÞ2 þ
Xk
p¼i

ap

 !2

: ð12Þ

Clearly, Bi is minimized wheneverX
i� p\q� k

ðap � aqÞ2 ¼ 0:

This occurs if and only if we have:

ai ¼ aiþ1 ¼ aiþ2 ¼ � � � ¼ ak

ni ¼ niþ1 ¼ niþ2 ¼ � � � ¼ nk; 2� i� k:

Since the node distribution in sensor arena is uniform,

we have:

Ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
k � R2

1

k � 1
þ R2

i�1

r
R1 ¼ d0; Rk ¼ Rfield: ð13Þ

Since the radius of the first ring is greater than the

others, to avoid increasing the transmission distance of

cluster-heads in the second ring, and to balance energy

consumption among the nodes in the first ring, it should be

divided into p subrings. In this case, the nodes located in

the first subring send their data directly to the sink. How-

ever, to have balanced distributed traffic, the received data

from outer rings cluster-heads are delivered to the sink

through p steps.

Since the transmission energy dissipation is proportional

to the distance between the transmitter and the receiver

(Heinzelman et al. 2002), we use Brelay1j 9 D1j (1 B j B p)

as a cost function to calculate the average energy con-

sumption by the nodes in the subrings for relaying the

received data from the other cluster-heads. To balance the

traffic load distribution, it is required to have:

Brelay1j ¼ � � � ¼ Brelay1p ¼
ckðR2

k � R2
1Þ

R2
1

: ð14Þ

Also, to balance the energy consumption among nodes

located in the jth and (j - 1)th subrings of the first ring,

(15) should be satisfied.

Brelay1j � D1j ¼ Brelay1ðj�1Þ � D1ðj�1Þ: ð15Þ

Using (14) and (15) we have:

D1j ¼ D1ðj�1Þ ! R1j ¼ � � � ¼ R1p ¼
R1

p
: ð16Þ

Using equal transmission range, the width of the sub-

rings in the first ring should be equal.

4.2 Gradient Organization

In this paper, we use the gradient-based routing where each

node records its minimum hop count (HC) to the sink as the

gradient value (Han et al. 2004). At the beginning of the

network partitioning stage, the initial HC values are set to

zero. To establish the gradient at each node, the sink

broadcasts a short control message to all its neighbors

located in a circle with R1 radii around it. The HC value of

this control message is set to zero. When a node receives

this message, increments the HC value of the control

message and sets its HC to the new value of this message,

and rebroadcasts the control message to its neighbors that

are located at distance of radius R(HC?1) far from it. This

procedure keeps on until all nodes set their HC value based

on the first received control message. Each node which

receives duplicate control message simply discards it (Han

et al. 2004). Therefore, nodes located in (Ri-1,Ri] from the

sink will have the same HC value, where

1 B i B K (Rk = Rfield), and the region W can be parti-

tioned into K rings.

4.3 Calculation of Cluster Radius

At the end of previous stage, the network will partition into

some unequal clusters that we use to balance the depleted

energy among different cluster-heads. That is, clusters in

the same ring have equal cluster size. To balance the

cluster-heads energy consumption in the ith and (i - 1)th

ring, it is required to have:

ETxiðBi; diÞ ¼ ETxi�1
ðBi�1; di�1Þ ð17Þ

Using (5) and (17), ri can be calculated by (18).

ri ¼ rk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEelec þ efsd2k Þ
ðEelec þ efsd2i Þ

� R2
i � R2

i�1

R2
k � R2

i�1

s
; 2� i� k: ð18Þ

In the cluster-head selection phase, some tentative

cluster-heads are randomly selected. Afterwards, these

tentative cluster-heads start to compete within a competi-

tion range calculated by (18) to select final cluster-heads.
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Until the end of this phase, other ordinary nodes will switch

to the sleeping mode and keep sleeping. Section 5.1

describes this phase in detail.

4.4 Inter-Cluster Multi-Hop Routing

Using a certain transmission power, each cluster-head

broadcasts a short control message called ROU-

TING_CANDIDATE_MSG; this consists of its node ID,

residual energy (Re) and its gradient (HC). Receiving that

message from other cluster-heads and based on (19), cluster-

head forms a set of candidate relay nodesRCH located in range

I (Fig. 2).

RSi
CH ¼ sj 2 Ijðdi � DxÞ� dðsi; sjÞ� ðdi þ DxÞ; HCðsiÞ

�
¼ HCðsjÞ þ 1

�
; ð19Þ

where d(si,sj) is the distance between node si and node sj,

2Dx is the width of range I, AI is the area of range I with

angle h. AI is calculated as follows.

AI ¼
h
2p

ðpðdi þ DxÞ2 � pðdi � DxÞ2Þ ¼ 2hdiDx ð20Þ

When d(si,Sink) is the distance between node si and the

sink, h is calculated as follows and is shown in Fig. 3.

ðdðsi; SinkÞ � di cos hÞ2 þ ðdi sin hÞ2 ¼ R2
i�1

h ¼ cos�1 dðsi; SinkÞ2 þ d2i � R2
i�1

2dðsi; SinkÞdi

 !
ð21Þ

Dx is chosen so that Rsi
CH has [E(mi-1)/E(mi)] members at

least. Thus (22) is obtained for Dx.

qAI �
Eðmi�1Þ
EðmiÞ

� �
! Dx� Ai�1r

2
i

Air
2
i�1

� �
� 1

q2hdi
: ð22Þ

Consequently, node si compares the residual energy of

RCH set members, and selects the relay node which has the

most residual energy.

5 Protocol Operation

After network partitioning and gradient organizing stage,

unequal clusters are constructed in the network. To balance

the energy consumption in the network, responsibility of

being the cluster-head is rotated among other sensor nodes

in each ring. Each round consists of three phases: cluster-

head selection phase, cluster formation phase, and relay

node candidate determination in next ring and data dis-

semination phase.

5.1 Cluster-Head Selection Phase

In this phase, the remaining energy of each node acts as a

main factor. At first, some tentative cluster-heads are ran-

domly selected according to the probability Ti which is a

predefined threshold determined using (23).

Ti ¼
EðmiÞ
EðniÞ

; EðmiÞ ¼
Ai

pr2i
ð23Þ

Subsequently, a competition among tentative cluster-

heads begins to select final cluster-heads. Other ordinary

nodes should switch to the sleeping mode until the cluster-

head selection phase terminates. In this stage, the compe-

tition range Rcomp for each tentative cluster-head is equal to

its cluster radii and it is calculated using Eq. (18).Fig. 2 The selection range of the candidate relay in the next ring by a

cluster-head in the ith ring

Fig. 3 Computation of angle h
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Consequently, each tentative cluster-head broadcasts a

message named COMPETITION_CH_MSG which contains

its ID, gradient value (HC) and also its remaining energy

(Re). In this phase, di is the broadcast radii of each control

message. When a tentative cluster-head si receives COM-

PETITION_CH_MSG from node sj, it compares the cor-

responding distance with the competition range of si. If

they both are in the same ring and sj is within the com-

petition range of si, sj will be added to the set of SCH, which

is the adjacent tentative cluster-heads of si. As soon as SCH
as a set of adjacent tentative cluster-heads of si is ready,

tentative cluster-heads start to compete. A tentative cluster-

head which does not have any adjacent tentative cluster-

head will be chosen as a final cluster-head. Other tentative

cluster-heads compare their remaining energy with their

adjacent tentative cluster-heads energy. If the remaining

energy of one tentative cluster-head is higher than all other

node’s energy in its SCH set, it becomes a cluster-head and

it broadcasts a FINAL_CH_MSG. If a tentative cluster-head

receives FINAL_CH_MSG from an adjacent tentative

cluster-head in its SCH, it will quit the competition and

broadcast a QUIT_COMPETITION_MSG. If a tentative

cluster-head receives a QUIT_COMPETITION_MSG from

an adjacent tentative cluster-head in its SCH, it will remove

this node from its SCH. When a tentative cluster-head

becomes a final cluster-head, there will not be another final

cluster-head within its competition range Rcomp. Once all

cluster-heads have been selected, this process terminates.

The cluster-head selection pseudo code for an arbitrary

node si is given in Fig. 4.

5.2 Cluster Formation Phase

All ordinary nodes which were switched to sleep mode in

the previous phase, switch to wake-up mode in this phase.

Then, final cluster-heads broadcast a message named

CH_ANNOUNCEMENT_MSG within their own cluster

radii. When a non-cluster-head node s receives CH_AN-

NOUNCEMENT_MSG from a final cluster-head t, and if s

and t are in the same ring, s will add t to SFinalCH as a set of

its adjacent cluster-heads. Next, each non cluster-head

node selects its own cluster-head from its SFinalCH based on

the highest communication cost, i.e., joint weight, which

can be obtained from (24).

Joint weightðtÞ ¼ a� EresðtÞ
E0

� �
þ b� 1

dðs;tÞ
ri

" #
� c� nmemberðtÞ

ni

� �

t 2 SsFinalCH; 0� a; b; c� 1; c\aþ b\1:

ð24Þ

Where t belongs to SFinalCH of node s, Eres(t) is the residual

energy of t and nmember(t) is the number of cluster mem-

bers, t. Assume a, b and c are the adjustment coefficients.

Node s sends a JOIN_CLUSTER_MSG to inform its clus-

ter-head. The cluster formation pseudo code for an arbi-

trary node s is given in Fig. 5.

5.3 Relay Candidate Determination and Data

Dissemination Phase

When clusters are formed, non-cluster-head nodes period-

ically transmit their data to their own cluster-head.

Selecting the next relay node in the subsequent ring, a

cluster-head aggregates its received data into a fixed length

outgoing packet and sends it toward its neighboring clus-

ter-head in the next inner ring. The packet is forwarded on

descending gradient direction path. The relay candidate

determination pseudo code for an arbitrary node si is given

in Fig. 6.

Fig. 4 Cluster-head selection pseudo code
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In the following, we demonstrate that the communica-

tion complexity of GCER for selecting cluster-heads and

forming clusters in the network is O(n), where n is the total

number of nodes in the network. During initial cluster-head

selection phase, (n 9 T) tentative cluster-heads are selec-

ted where each broadcasts a COMPETITION_CH_MSG.

Consequently, each decides to be either a final cluster-head

by broadcasting a FINAL_CH_MSG, or an ordinary node

by broadcasting a QUIT_COMPETITION_MSG. Suppose

k cluster-heads are selected, so, they send k CH_AN-

NOUNCEMENT_MSG, and (n - k) ordinary nodes trans-

mit (n - k) JOIN_CLUSTER_MSG. Therefore, the

messages add up to 2n 9 T ? k ? n - k = (2T ? 1) 9

n in the cluster-head selection and cluster formation phases

per round, where T is a constant. So, the communication

complexity for cluster-head selection and cluster formation

in the whole network is O(n).

It illustrates that GCER as a distributed and scalable

protocol in which cluster-head selection, cluster formation,

and routing decisions are work-based on local energy

information, has small communication complexity. In

comparison with EBCAG (Liu et al. 2012), HEED (Younis

and Fahmy 2004) and LEACH (Heinzelman et al. 2002),

the control message overhead in GCER is the same as what

is in EBCAG. In HEED the upper-bound of message

complexity is (Niter 9 n) where Niter is the number of its

iterations. In LEACH the message complexity is at least

O(n2). Since we have avoided message iteration in the

cluster-head selection algorithm, the control message

overhead in GCER is much smaller than what is it in

HEED and LEACH.

6 Algorithm Evaluation

In this section, we present the results of the simulation to

evaluate the proposed scheme. At first, the energy bal-

ancing in different cluster-heads is considered. Afterwards,

energy efficiency of the proposed method in comparison

with the HEED, EBCAG and LEACH methods is investi-

gated. To validate the performance of the proposed

method, we simulate a homogeneous WSN consisting of

n sensor nodes which are uniformly distributed in a circular

area, i.e., u = 2p. The simulation parameters are given in

Table 1. Figure 7 shows unequal clustering regions based

on GCER in a round. Simulations were performed 30 times

and the averaged results are reported.

6.1 Energy Balancing

Figure 8 shows the average energy consumption of cluster-

heads (CH) in each ring, which are consumed in a data

gathering round. It justifies that GCER can balance the

energy consumption among cluster-heads. As can be seen,

EBCAG roughly consumes equivalent energy in the second

to the fifth ring, but the node energy consumption in the

first ring is greater than what is consumed in the other

rings. The reason is that the number of relay nodes in the

Fig. 5 Cluster formation pseudo code

Fig. 6 Relay candidate determination pseudo code

Table 1 Simulation parameters

Parameter Value

Sink location (0,0) m

n 600

Rfield 200 m

Initial energy 4 J

Eelec 50 nJ/bit

efs 10 pJ/bit/m2

EDA 50 nJ/bit/signal

d0 87 m

k 5

p 3

c 0.8

Data packet size 2000 bits

Packet number per round 50
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first ring is less than what is needed to handle the amount of

received traffic in this ring. As a result, nodes located near

the data sink lose their energy faster than the other nodes.

Moreover, it can be seen that the energy consumption of

cluster-heads in GCER is 50% less than what is in the

EBCAG.

6.2 Energy Efficiency

Figure 9 shows more alive sensor nodes in GCER com-

pared with those in HEED, LEACH and EBCAG over the

time. The reason is that the energy consumed by all nodes

in GCER is much lower than what is in EBCAG, HEED

and LEACH. Figure 10 shows the network lifetime vs. the

total number of nodes in four schemes. We define the

network lifetime as the number of rounds until 5% of the

nodes deplete their batteries in the network. As shown,

GCER improves up to 50% of lifetime over EBCAG,

HEED, and LEACH. This is because GCER distributes the

energy consumption among cluster-heads and minimizes

the total energy consumption of the network. Figure 11

shows the comparison of the lifetime performance in four

schemes when the sensing region radius is increased. Based

on the results and under different radii of sensing regions,

GCER performs better than the other three schemes.

6.3 Average and Maximum Hop Count to the Sink

The hop count refers to the number of intermediate relay

nodes that each data packet must pass from the source node

to the sink. Due to store, aggregation and forward, and

other latencies in each hop, a large hop count implies to

have low real-time performance. Figure 12 shows the

average and maximum hop count of the investigated

schemes. In LEACH, cluster-heads directly transmit their

Fig. 7 Unequal clustering regions
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data to the sink. In EBCAG the gradient value of the

cluster-head is set to its minimum hop count; consequently

the packets are delivered in the shortest path to the sink. In

the proposed algorithm, the sensing field is divided and the

number of hops that traverses from each node to the sink

has increased in comparison with the EBCAG method.

Thus, in the proposed algorithm the maximum hop count

has increased 37.5% compared to the EBCAG, 75%

compared to HEED and 87.5% compared to the LEACH.

7 Conclusions

We address the unequal clustering techniques in homoge-

neous wireless sensor networks with uniform distribution

of nodes. Then, a gradient-based clustering algorithm for

energy-efficient routing (GCER) in wireless sensor net-

works was proposed and evaluated. We discussed energy

balancing issue in unequal clustering and communication

cost in multi-hop routing to prolong the network lifetime

and mitigate the hot spots problem. The proposed unequal

clustering mechanism and multi-hop routing protocol are

gradient-based and are adjusted to minimize the total

energy consumption of network considering the energy

balancing constraints. The simulation results show that the

proposed algorithm evenly distributed the energy depletion

among cluster-heads and significantly increased the net-

work lifetime compared to some recent schemes. We use

the simple radio propagation model which takes into

account the path loss and disregards fading, multi-path and

other signal propagation effects. The next step of this

research in the future is to extend the work to deal with

more accurate models for signal propagation.
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