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Abstract—Caching at network edges has attracted more and
more research interests recently for the purpose of alleviating the
network traffic pressure especially in backhaul links and improv-
ing user experience. We study Heterogeneous Cellular Caching
Networks (HCCNs) consisting of macro cells in which 𝑁 small
cell base stations (SBSs) equipped with cache memory operate in
conjunction with the macro cell base station (MBS). We provide
closed-form expressions of the MBS and SBSs utilization factors
and average user-experienced-delay in HCCNs with overlapping
coverage regions, considering general traffic models for the
request arrivals based on the Independent Reference Model
(IRM) and renewal traffic models. Moreover, we propose a novel
caching scheme in HCCNs, namely Cooperative Most Popular
Caching (CMPC), which outperforms the existing schemes in
terms of delay. Subsequently, we present the bandwidth assign-
ment problem aiming to minimize the average user-experienced-
delay under stability and cache size constraints in HCCNs with
overlapping coverage regions and stochastic request arrivals.
Finally, the analytic results are validated through numerical
results and real trace-driven experiments.

Index Terms—heterogeneous cellular networks, caching, queu-
ing analysis, latency, overlapping small cells.

I. INTRODUCTION

DATA traffic generated by wireless and mobile devices
has dramatically increased in recent years. To meet the

increasing demand for higher data rates and lower delay,
various approaches have been proposed such as heterogeneous
networks (HetNets) and network caching [1]. Network caching
has attracted more and more research interests in recent years
to alleviate the communication traffic pressure in networks and
improve user experience. It was shown numerically up-to 66 %
reduction in network traffic by using caching in 3G [2] and 4G
[3] networks. Potential techniques for caching in 5G mobile
networks, including evolved packet core network caching and
radio access network caching, were also studied in [4], [5].

A. Related work

The problem of caching in Heterogeneous Cellular Net-
works (HCNs) has been recently addressed from different
perspectives. For instance, the authors in [6] studied the effect
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of retransmissions on the optimal cache placement policy and
determined the optimal caching probability of the files that
maximize the hit probability. The virtual resource allocation
strategy as a joint optimization problem in the information-
centric heterogeneous networks was proposed in [7]. The
authors in [8] formalized the delay minimization problem by
assuming that users can directly obtain files from the macro
cell base station (MBS) with the maximum delay and showed
that the problem is NP-hard. Distributed caching optimization
algorithms via belief propagation (BP) for minimizing the
downloading latency in HCNs were proposed in [9].

It should be noted that the related works in [6]-[14] did
not consider stochastic request arrivals. However, in practical
networks, the stochastic arrival of user requests should be
considered to analyze the impact on the performance. For
this purpose, we introduced a framework based on queuing
theory in single bottleneck caching networks considering the
stochastic arrival of user requests in our previous works [15],
[16]. We provided the analysis of the stability, throughput,
load on the bottleneck link, and delay for various caching
schemes in such networks [16]. We proved that the coded
caching schemes in the literature lead to unstable systems in
the case of stochastic arrivals of user requests. In [17], we
studied Heterogeneous Cellular Caching Networks (HCCNs)
with stochastic request arrivals and addressed the problem of
finding the minimum cache size for the SBSs to achieve a
tolerable average delay. The main drawback of our previous
work in [17] is the assumption that there is no overlap between
the SBSs coverage regions where each user accesses only one
SBS. Afterward, [18]-[22] studied cache enabled HCNs by
considering stochastic request arrivals.

The authors in [18] analyzed the cache-based content deliv-
ery in a heterogeneous network, where each of the relays has
the same size caching storage and proactively caches the same
copy of the most popular content when the network is off-peak.
However, the detailed impacts of the limited caching space and
content popularity were not considered. Reference [19] studied
caching control and the bandwidth allocation problem aims at
minimizing the request miss ratio in a heterogeneous small-cell
caching system consisting of one MBS and nonoverlapping
SBSs. They assumed Poisson arrivals, deterministic service
time, and zero-length buffer. Considering the binary caching
decisions of all BSs, they formulated the caching problem
that aims to minimize the request miss rate. The authors
in [20] formulated a stochastic content multicast scheduling
problem to jointly minimize the average network delay and
power costs under a multiple access constraint. Reference
[21] formulated the cooperative content caching as an integer
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linear programming problem aiming to minimize the average
downloading latency in HCNs. In [20], [21], it was assumed
that requests arrive independently following Poisson processes.

In general, related works studied mechanisms in which files
are proactively cached during off-peak demands. However,
in practical networks, online caching schemes based on the
stochastic arrival of the user requests should be considered.
Related works studying delay minimization in HCCNs did
not consider online caching schemes, hit probabilities, and
stability constraints. Moreover, they only considered binary
caching decision variables and provided combinatorial opti-
mization problems with integer variables that were NP-hard
and led to approximation algorithms.

B. Contributions

In this paper, we study HCCNs consisting of macro cells
in which 𝑁 SBSs equipped with cache memory operate in
conjunction with the MBS. We consider a general and prac-
tical structure for the network architecture with overlapping
coverage regions where users access an arbitrary number of the
SBSs. We propose a practical network framework considering
the stochastic arrival of the user requests, for both online and
proactive caching schemes. The main contributions of this
paper are summarized as follows:
• We propose a new framework for analyzing the role

of caching in general HCNs with overlapping coverage
regions from a queuing theory perspective, by considering
the stochastic request arrivals based on the Independent
Reference Model (IRM) and renewal traffic models.

• We provide closed-form expressions of the MBS and
SBSs utilization factors and the average experienced
delay and illustrate the relation between prior network
metrics such as the hit probability, link load, and la-
tency in HCCNs with overlapping coverage regions and
stochastic request arrivals.

• We formulate the bandwidth assignment problem aiming
to minimize the average user-experienced-delay under the
stability and cache size constraints in the studied network.

• We propose a novel caching scheme in the practical model
of HCCNs with overlapping coverage regions, namely
Cooperative Most Popular Caching (CMPC), which out-
performs the existing schemes in terms of latency.

The rest of the paper is organized as follows. Section II
describes the system model. In Section III, the performance
analysis of HCCNs is presented. A novel cooperative low la-
tency caching scheme and the bandwidth assignment problem
are proposed in Section IV. In Section V, the performance
evaluation through numerical results is presented. Finally,
Section VI concludes the paper.

II. SYSTEM MODEL

We study HCNs wherein each macro cell, multiple SBSs
operate in conjunction with the MBS. We consider overlapping
coverage regions where users access an arbitrary number of
the SBSs as illustrated in Fig. 1. For notational convenience,
a single macro cell is considered, which is easily extended

to multiple macro cells. The set of mobile users (MUs) sub-
mitting their content requests to the mobile network operator
(MNO) is denoted by 𝑀𝑀𝑀 = {𝑚1, 𝑚2, · · · , 𝑚𝑈 }. Moreover,
𝑆𝑆𝑆 = {𝑠1, 𝑠2, · · · , 𝑠𝑁 } denotes the set of the SBSs where
𝑠𝑛, 𝑛 ∈ 𝑁𝑁𝑁 = {1, 2, · · · , 𝑁} represents the 𝑛th SBS.

We assume that the requests are drawn from a specific
same-size file library F = { 𝑓𝑖}, 𝑖 ∈ 𝐹𝐹𝐹 = {1, · · · , 𝐹} of size
𝐵 bits, for notational convenience, similar to [22]-[24]. This
assumption can be easily removed by dividing the content
items into multiple smaller files of the same length [21], [25].
We consider a general model for the library file popularity,
where the probability of requesting file 𝑓𝑖 , 𝑖 ∈ 𝐹𝐹𝐹, is denoted
by 𝑝𝑖 . The cache content of SBS 𝑠𝑛, denoted by 𝑧𝑛, is a subset
of the library F. SBS 𝑠𝑛 is capable of storing 𝐶𝑛 complete files
(i.e., 𝐶𝑛𝐵 bits). For notational convenience, we also define 𝑠0
denoting a virtual SBS with a zero-size cache, i.e., 𝐶0 = 0,
for the users that only access the MBS without any access to
any SBSs.

The hit probability for file 𝑓𝑖 at 𝑠𝑛, i.e., 𝑝𝑟𝑜𝑏 ( 𝑓𝑖 ∈ 𝑧𝑛) ,
is denoted by 𝑝ℎ𝑖𝑡 (𝑖, 𝑛). By definition, the hit probability is
the limit of the hit ratio when the number of requests goes
to infinity. The performance of different caching schemes can
be modeled by their hit probabilities [16], [26]. In [16], we
proposed hit probabilities for LRU, q-LRU, LFU, and RAND
[27] caching schemes in terms of the network parameters.

Different locations of the MUs in the macro cell, path
loss, and channel fading cause random channel conditions
and downlink rates. We assume that the MBS will support
an average downlink rate denoted by 𝑟0 [bps] for the MUs in
the channels which are orthogonal to the channels spanning
from the SBSs to the MUs with the average downlink rates
denoted by 𝑟𝑛 [bps].

To properly model and analyze the overlapping coverage
regions of the SBSs, we group the MUs and SBSs such that
the MUs in each group of the users only access the SBSs in
a corresponding group of the SBSs. It should be noted that
based on the network topology and the overlapping coverage
ranges of the SBSs, the macro cell is divided into 𝐺 +1 zones,
such that the MUs in each zone have only access to a specific
subset of the SBSs. In more detail, the set of the MUs, 𝑀𝑀𝑀 ,
is partitioned into 𝐺 + 1 subsets, where 𝑀𝑔 ⊆ 𝑀𝑀𝑀, 𝑔 ∈ 𝐺𝐺𝐺 =

{0, 1, 2, · · · , 𝐺} represents the 𝑔th subset. The subset of the
accessible SBSs in the 𝑔th zone is also denoted by S𝑔 ⊆ 𝑆𝑆𝑆, 𝑔 ∈
𝐺𝐺𝐺. In other words, the grouping is set such that the MUs in 𝑀𝑔

are in the coverage area of the SBSs in S𝑔 and only have access
to them. For notational convenience, the subset 𝑀0 represents
the users that only access the MBS without any access to any
SBSs, in correspondence with the SBS subset S0 = {𝑠0}. For
example, consider a network with 𝑁 = 7 SBSs and 9 groups of
mobile users (𝐺 = 8), as in Fig. 1. The solid curves represent
the user groups, i.e., 𝑀𝑔, 𝑔 ∈ {0, 1, 2, · · · , 8}, and the dashed
circles show the SBS coverage ranges. In this figure, the users
in 𝑀1 are only in the coverage of SBS 𝑠1, hence S1 = {𝑠1}.
The users in 𝑀2 are in the coverage of SBSs 𝑠2 and 𝑠3, hence
S2 = {𝑠2, 𝑠3}, and so on.

In this paper, we consider stochastic request arrivals and
present the equations for the general traffic of requests, where
the average request arrival rate of the users in 𝑀𝑔 is denoted
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Fig. 1. Macro cell model, 𝑁 = 7, 𝐺 = 8. The solid curves represent the user
groups, 𝑀𝑔 , 𝑔 ∈ {0, 1, 2, · · · , 8}. The dashed circles show the SBS coverage
ranges. The SBS groups for this topology: S1 = {𝑠1 }, S2 = {𝑠2, 𝑠3 }, S3 =

{𝑠3, 𝑠4 }, S4 = {𝑠4 }, S5 = {𝑠5 }, S6 = {𝑠7 }, S7 = {𝑠6, 𝑠7 }, S8 = {𝑠5, 𝑠6 }.

by 𝜆
𝑔
𝑟𝑒𝑞 [files per second].

Definition 1: We define 𝑝𝑟𝑒𝑞 (𝑖, 𝑔) as the probability that file
𝑓𝑖 is requested by the users in 𝑀𝑔 within a transmission time
slot of length 𝜏. We also define the random variable 𝑋𝑟𝑒𝑞 (𝑖, 𝑔)
as the event of requesting file 𝑓𝑖 in the user group 𝑀𝑔 within
a time slot.

Definition 2: We define 𝑝𝐿 as the probability that a re-
quested file is locally served by an SBS in the case of hitting.

According to the model, we consider a serving probability,
denoted by 𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) representing the probability that a
requested content 𝑓𝑖 is served by 𝑠𝑛. Based on definitions,
the probability that the requested content 𝑓𝑖 is served by the
SBS 𝑠𝑛 is given by

𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) = 𝑝𝐿 𝑝ℎ𝑖𝑡 (𝑖, 𝑛). (1)

In such a network, the MUs submit their requests to the
MNO. If the requested content for users in 𝑀𝑔 is present (hits)
in a cache of the SBSs in S𝑔, the MNO sends the request to the
SBSs with probability 𝑝𝐿 and the request is served locally.1

Otherwise, the content is sent to the user directly from the
MBS. Similar to [25], we consider the case that each request is
entirely served by one base station. That is, a user that requests
a file will not receive different parts of it from different base
stations. This assumption is important, since associating a user
request with multiple base stations incurs the extra effort to
synchronize the communication and it may lead to network
instability as studied in [16]. The main network parameters
and notations are given in Table I.

III. PERFORMANCE ANALYSIS

In this section, we will propose a performance analysis
approach for HCCNs with overlapping coverage regions from
a queuing theory perspective. Since the channel from each SBS

1It should be noted that even in cases that a requested file is available
locally in an SBS cache, we might incur less delay in certain scenarios by
getting the file directly from the MBS. It might result from large values of the
SBS queue utilization factor that will be studied further in the next sections.
So a value of 𝑝𝐿 less than one might be adapted.

TABLE I
KEY NOTATIONS FOR THE SYSTEM MODEL AND ANALYSIS

Notation Semantics [unit]
𝑁 Number of SBSs
𝐹 Size of the file library that users can request files from
𝑝𝑖 Probability of requesting file 𝑓𝑖 from the library
𝐶𝑛 Cache size of SBS 𝑠𝑛 [number of whole files]
𝐵 File size [bits]
𝜏 Length of the transmission time slot [sec]
𝑟𝑛 Average downlink rates [bps]
𝑝ℎ𝑖𝑡 (𝑖, 𝑛) Hit probability for file 𝑓𝑖 at 𝑠𝑛
𝑝𝐿 Probability of serving a requested file locally by SBSs in

the case of hitting
𝜆
𝑔
𝑟𝑒𝑞 Average request arrival rate in the user group 𝑀𝑔

[files/second]
𝜆𝑛 Average arrival rate at the queues [files/time slot]
𝜇𝑛 Average service rate at the queues [files/time slot]
𝜌𝑛 The MBS and SBSs utilization factors

to the MUs is shared among the users, there is competition
among users to receive their requested files via that downlink
path. On the other hand, the requests that are not served locally
by the SBSs enter the MBS, where the channel from the
MBS to the users is also shared. Therefore, we model the
function of the MBS and SBSs by controlled first-in-first-out
(FIFO) queues, 𝑄𝑛, 𝑛 ∈ 𝑁𝑁𝑁 ∪ {0}, where control units ensure
that when multiple users request the same file concurrently
(requests overlap within a time slot), the MBS and each SBS
only store the file in a single location of their individual
queues. The average request arrival rates and service rates at
the MBS and SBSs transmission queues are denoted by 𝜆𝑛
and 𝜇𝑛 for 𝑛 ∈ 𝑁𝑁𝑁 ∪{0}, respectively. Since the downlink rates
for serving the requested contents are varying over time, due
to the random channel conditions, the service time is random
and is modeled by a general (arbitrary) distribution, with mean
and standard deviation, 1

𝜇𝑛
and 𝜎𝑛, respectively. Therefore, we

consider general G/G/1 queue models, where the inter-arrival
and service times have arbitrary distributions. In the case of
independent reference model (IRM) traffic [26], [28], the MBS
and SBSs functionalities are modeled by M/G/1 queues [29].
By means of the proposed queue models, we derive the MBS
and SBSs utilization factors, i.e., 𝜌𝑛 =

𝜆𝑛

𝜇𝑛
, 𝑛 ∈ 𝑁𝑁𝑁 ∪ {0}. The

key advantage of such metrics is that they simultaneously take
into account the cache hit probabilities, load on the links, and
requests arrival rates. Moreover, they provide valuable insight
into the stability characteristic and delay behavior of HCCNs.

A. The utilization factors of the SBSs

In this section, we propose the wireless link utilization
factor of the cache-enabled SBSs for the network model
presented in Section II. It should be noted that in the case
of overlapping coverage regions of the SBSs, the analysis is
much more complicated, and to derive the link utilization
factor of each SBS, we have to take into account the file
requests from all of the users’ subsets who are in the
coverage area of this SBS. In order to precisely derive the
link utilization factor of each SBS, we define 𝑝𝑠𝑏𝑠.𝑟𝑒𝑞 (𝑖, 𝑛)
as the probability that file 𝑓𝑖 is requested within a time
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slot in at least one of the user groups in the coverage
range of the SBS 𝑠𝑛. Based on the definitions, we have
𝑝𝑠𝑏𝑠.𝑟𝑒𝑞 (𝑖, 𝑛) = 𝑃

( ⋃
𝑔:𝑠𝑛∈S𝑔

𝑋𝑟𝑒𝑞 (𝑖, 𝑔)
)
.

Proposition 1: The utilization factor of the SBS 𝑠𝑛 wireless
link in HCCNs with overlapping coverage regions is obtained
from

𝜌𝑛 =
𝐵𝑝𝐿

𝑟𝑛𝜏

𝐹∑︁
𝑖=1

𝑝ℎ𝑖𝑡 (𝑖, 𝑛) 𝑝𝑠𝑏𝑠.𝑟𝑒𝑞 (𝑖, 𝑛), 𝑛 ∈ 𝑁𝑁𝑁, (2)

and in case that request arrivals in different user groups are
independent, we have

𝜌𝑛 =
𝐵𝑝𝐿

𝑟𝑛𝜏

𝐹∑︁
𝑖=1

𝑝ℎ𝑖𝑡 (𝑖, 𝑛)
(
1 −

∏
𝑔:𝑠𝑛∈S𝑔

(
1 − 𝑝𝑟𝑒𝑞 (𝑖, 𝑔)

) )
, 𝑛 ∈ 𝑁𝑁𝑁.

(3)
Proof: See Appendix A.
In Proposition 1, we have derived the wireless link uti-

lization factor of the SBSs in the general form and for
any arbitrary caching policy and requests traffic. The key
advantage of this proposition is that it simultaneously takes
into account the cache hit probabilities, average downlink
rates, and requests traffic in the general form. In the following
lemma, we present the probability of requesting each file in
each user subset for two types of important and practical traffic
models which can be applied in Proposition 1.

Definition 3: We define the random variable 𝑁𝜏,𝑖,𝑔, as the
number of requests for file 𝑓𝑖 coming from the user group 𝑀𝑔

within a time slot of length 𝜏.
Lemma 1: For the renewal traffic model [30], 𝑝𝑟𝑒𝑞 (𝑖, 𝑔) is

obtained from

𝑝𝑟𝑒𝑞 (𝑖, 𝑔) = 1 − 𝐺𝑖,𝑔 (𝜏, 0) , (4)

where 𝐺𝑖,𝑔 (𝜏, 𝜉) is the probability generating function of
𝑁𝜏,𝑖,𝑔. For the IRM traffic model, 𝑝𝑟𝑒𝑞 (𝑖, 𝑔) is obtained from

𝑝𝑟𝑒𝑞 (𝑖, 𝑔) = 1 − 𝑒−𝜆
𝑔
𝑟𝑒𝑞 𝑝𝑖 𝜏 . (5)

Proof: See Appendix B.
Using Lemma 1, we present the link utilization factor of

the cache-enabled SBSs in case that the traffic of the users’
requests in the coverage area of the SBSs is modeled by the
IRM model.

Corollary 1: The utilization factor of the SBS 𝑠𝑛 wireless
link in HCCNs for the IRM traffic is given by

𝜌𝑛 =
𝐵𝑝𝐿

𝑟𝑛𝜏

𝐹∑︁
𝑖=1

𝑝ℎ𝑖𝑡 (𝑖, 𝑛)
(
1 − 𝑒−

∑
𝑔:𝑠𝑛∈S𝑔 𝜆

𝑔
𝑟𝑒𝑞 𝑝𝑖 𝜏

)
, 𝑛 ∈ 𝑁𝑁𝑁. (6)

Proof: It is simply driven according to Lemma 1 and
Proposition 1.

Therefore, by substituting the cache hit probabilities, av-
erage requests arrival rates, and average downlink rates in
Proposition 1 and Corollary 1, we obtain the link utilization
factor of the SBSs. So, we can determine the system stability
according to the following definition.

Definition 4: A packet queue is stable if the average arrival
rate is smaller than the average service rate [31].

By definition, to have a stable system, we require 𝜆𝑛 < 𝜇𝑛,
that is 𝜌𝑛 < 1, for ∀𝑛 ∈ 𝑁𝑁𝑁 ∪ {0}.

B. The utilization factor of the MBS

According to the HCCN operation framework discussed
earlier, the requested contents of the users in 𝑀𝑔 that are not
served in the caches of the SBSs in S𝑔, are served by the MBS.
In more detail, if at least one user in one user group requests
file 𝑓𝑖 and none of the SBSs serves it, this file enters the MBS
queue. Because of the complexities in the case of overlapping
coverage regions of the SBSs and the fact that each user may
obtain the requested file from different SBSs, it is important
to precisely model and derive the MBS link utilization factor.
The following definitions and lemmas let us precisely present
the MBS link utilization factor in Proposition 2.

Definition 5: We define 𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) as the probability
that file 𝑓𝑖 is requested within a time slot in all of the user
groups 𝑀𝑔 : 𝑔 ∈ 𝐽, for any subset 𝐽 ⊆ 𝐺𝐺𝐺.

Lemma 2: 𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) is obtained from

𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) = 𝑃

(⋂
𝑔∈𝐽

𝑋𝑟𝑒𝑞 (𝑖, 𝑔)
)
. (7)

Proof: It directly results from the definitions.
Definition 6: For any subset 𝐽 ⊆ 𝐺𝐺𝐺, we define 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽)

as the probability that a request for file 𝑓𝑖 is not served in
the caches of the SBS groups S𝑔 : 𝑔 ∈ 𝐽. We also define the
random variable 𝑋𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) as the event of not serving the
request for file 𝑓𝑖 in the cache of SBS 𝑠𝑛.

Lemma 3: 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽) is obtained from

𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽) = 𝑃

( ⋂
𝑛:𝑠𝑛∈

(
∪

𝑔∈𝐽
S𝑔

)𝑋𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝑛)
)
. (8)

Proof: It directly results from the definitions.
Proposition 2: The utilization factor of the MBS link in

HCCNs with overlapping coverage regions is derived as

𝜌0 =

𝐵

𝑟0𝜏

𝐹∑︁
𝑖=1

|𝐺𝐺𝐺 |∑︁
|𝐽 |=1
(−1) |𝐽 |+1

∑︁
𝐽 ⊆𝐺𝐺𝐺

𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽), (9)

where 𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) and 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽) are given by Lemmas
2 and 3, respectively.

Proof: See Appendix C.
In Proposition 2, we have proposed 𝜌0 in general. In order

to make the presentation simpler, we propose 𝜌0 in a special
case in the following corollary.

Corollary 2: If a) The request arrivals in different user
groups are independent, and b) The requests are independently
served at different SBSs, or the requests are almost surely
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served or not served at the SBSs, the utilization factor of the
MBS wireless link in HCCNs is derived as

𝜌0 =
𝐵

𝑟0𝜏

𝐹∑︁
𝑖=1

|𝐺𝐺𝐺 |∑︁
|𝐽 |=1
(−1) |𝐽 |+1

∑︁
𝐽 ⊆𝐺𝐺𝐺

∏
𝑔∈𝐽

𝑝𝑟𝑒𝑞 (𝑖, 𝑔)∏
𝑛:𝑠𝑛∈

(
∪

𝑔∈𝐽
S𝑔

) (1 − 𝑝𝐿 𝑝ℎ𝑖𝑡 (𝑖, 𝑛)
)
. (10)

Proof: See Appendix D.
It should be noted that the aforementioned assumptions in

Corollary 2 can appear in practical networks because different
user groups are distinct elements in the network and we
can assume that the request arrivals at different groups are
independent. In addition, since the network operator designs
the network, we can apply scenarios in which the requests are
independently served at different SBSs, or for example, the
files are proactively cached at the SBSs.

So far, we have presented the general form and also practical
special cases of the SBSs and MBS link utilization factors
based on the cache hit probabilities, request probabilities, and
system parameters in the studied network. We will investigate
and compare the behavior of these metrics in practical scenar-
ios in Section V.

C. Delay analysis

In this section, we present the average user-experienced-
delay, 𝐷, defined as the average delay experienced by any
given user in HCCNs for obtaining the requested files, either
delivered locally from the SBSs or sent directly from the MBS.
To obtain the average experienced delay for any given user in
user subset 𝑀𝑔, we should consider the case that the requested
files are delivered locally from the accessible SBSs, as well
as the case that the requested files are directly delivered from
the MBS.

We define 𝑝𝑠𝑒𝑟 𝑣 (𝑔) as the probability that any requested
file from any given user in 𝑀𝑔 is served by the SBSs in S𝑔.
Considering the library file popularity 𝑝𝑖 , 𝑖 ∈ 𝐹𝐹𝐹, and averaging
over all of the requested files in the library, we have

𝑝𝑠𝑒𝑟 𝑣 (𝑔) = 1 −
𝐹∑︁
𝑖=1

𝑝𝑖

∏
𝑛:𝑠𝑛∈S𝑔

(
1 − 𝑝𝐿 𝑝ℎ𝑖𝑡 (𝑖, 𝑛)

)
, (11)

where the right-hand side results from (1). Therefore, the
average experienced delay for any given user in user subset
𝑀𝑔 is obtained from

𝐷𝑔 = 𝑝𝑠𝑒𝑟 𝑣 (𝑔) 𝑑𝑙𝑔 +
(
1 − 𝑝𝑠𝑒𝑟 𝑣 (𝑔)

)
𝑑𝑙0, (12)

where 𝑑𝑙𝑔 = 1
|S𝑔 |

∑
𝑛:𝑠𝑛∈S𝑔

𝑑𝑙𝑛, 𝑔 ∈ 𝐺𝐺𝐺, is the average delay

from the SBSs in S𝑔, and 𝑑𝑙𝑛, 𝑛 ∈ 𝑁𝑁𝑁 ∪ {0}, denotes the
average delay from the SBSs and MBS. Finally, by averaging
the experienced delay in all of the user subsets, the average
user-experienced-delay in the network is given by

𝐷 =
1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

𝐷𝑔 . (13)

In the following proposition, we present the average user-
experienced-delay in HCCNs with overlapping coverage re-
gions, as a function of the cache hit probabilities, link utiliza-
tion factors, and network parameters.

Proposition 3: In the case of the IRM traffic of the user
requests, 𝐷 is obtained from

𝐷 =
1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

((
1 −

𝐹∑︁
𝑖=1

𝑝𝑖

∏
𝑛:𝑠𝑛∈S𝑔

(
1 − 𝑝𝐿 𝑝ℎ𝑖𝑡 (𝑖, 𝑛)

) )
×

(
1
|S𝑔 |

∑︁
𝑛:𝑠𝑛∈S𝑔

𝐵

𝑟𝑛𝜏

(
1 +

𝜌𝑛
(
1 + 𝜐2

𝑛

)
2(1 − 𝜌𝑛)

) )
+

( 𝐹∑︁
𝑖=1

𝑝𝑖

∏
𝑛:𝑠𝑛∈S𝑔

(
1 − 𝑝𝐿 𝑝ℎ𝑖𝑡 (𝑖, 𝑛)

) ) 𝐵

𝑟0𝜏
𝜏
(
1 +

𝜌0
(
1 + 𝜐2

0
)

2(1 − 𝜌0)
))
, (14)

where 𝜐𝑛 = 𝜇𝑛𝜎𝑛 is the coefficient of the variation of the
service time.

Proof: See Appendix E.
Given the derived formulas for the utilization factors and

delay in HCCNs with overlapping coverage regions, in the
next section, we will study performance improvement in such
networks.

IV. PERFORMANCE IMPROVEMENT AND INSIGHTS

According to the derived formulas in the previous section,
we will provide some insights on the performance of HCCNs
with overlapping coverage areas of the SBSs. It should be
noted that in each macro cell, there are one MBS and 𝑁

number of SBSs. In addition, all of the mobile users are in the
coverage of the MBS, but only a portion of the MUs, who are
in the user groups 𝑀𝑔, 𝑔 : 𝑠𝑛 ∈ S𝑔, are in the coverage area of
the SBS 𝑠𝑛. Therefore, the requests coming to each SBS are
a fraction of the whole requests in the macro cell. Moreover,
the MBS contains all of the files in the library, but each SBS
only caches a small fraction of the library files. Consequently,
in practical networks, 𝜆𝑛 is a small fraction of 𝜆0. According
to definition, 𝜌𝑛 =

𝜆𝑛

𝜇𝑛
, 𝑛 ∈ 𝑁𝑁𝑁 ∪ {0}, 𝜌𝑛 is proportional to 𝜆𝑛,

and 𝜌0 is proportional to 𝜆0. This fact is also illustrated in
Propositions 1 and 2. In Proposition 1, it is illustrated that
only the user requests in 𝑀𝑔, 𝑔 : 𝑠𝑛 ∈ S𝑔 are considered in
𝜌𝑛. In Proposition 2, it is shown that all of the user requests
in the macro cell, i.e., 𝑀𝑔, 𝑔 ∈ 𝐺𝐺𝐺, are considered in 𝜌0.

On the other hand, in practical upcoming networks, such
as non-standalone development of 5G mobile networks, the
average downlink rate of 5G SBSs is much greater than
the average downlink rate of 4G MBSs. Therefore, the SBS
service time, 1

𝜇𝑛
, 𝑛 ∈ 𝑁𝑁𝑁 is smaller and negligible compared

to the MBS service time. Therefore, in practical networks, it
is reasonable to consider the case of 𝜌𝑛 � 𝜌0. According to
Definition 4, to have a stable network, the utilization factors
must be smaller than one, i.e., 𝜌𝑛 � 𝜌0 < 1. Therefore, the
stability of the MBS is the bottleneck in such networks.
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Algorithm 1: Cooperative Most Popular Caching scheme (CMPC)
1:ΨΨΨ𝑔:The pool of the 𝑔th group containing

∑
𝑛:𝑠𝑛∈S𝑔 𝐶𝑛most popular files

2: while ∃𝑠𝑛 ∈
(
∪

𝑔∈𝐺𝐺𝐺
S𝑔

)
, do

3: 𝑖 = 𝑚𝑖𝑛
𝑔∈𝐺𝐺𝐺:|S𝑔 |≠∅

|S𝑔 |

4: while ∃𝑠𝑛 ∈
(
∪

𝑔:|S𝑔 |=𝑖
S𝑔

)
, do

5: Select 𝑠𝑛∗ for cache placement:
6: choose one SBS belonged to the largest number of groups S𝑔

7: Select the pool of the files ΨΨΨ𝑔∗ :
8: 𝑔∗ = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑔:𝑠𝑛∗ ∈S𝑔
|ΨΨΨ𝑔 |

9: Cache placement for 𝑧𝑛∗ :
10: 𝑧𝑛∗ ← assign 𝐶𝑛∗ of the most popular files of the ΨΨΨ𝑔∗

11: Update SBSs Groups:
12: for ∀𝑔 : 𝑠𝑛∗ ∈ S𝑔

13: ΨΨΨ𝑔 = ΨΨΨ𝑔 \ 𝑧𝑛∗
14: S𝑔 = S𝑔 \ {𝑠𝑛∗ }
15: end for
16: end while
17: end while

A. Proposing a cooperative low latency caching scheme in
HCCNs

Now let’s have a look at the delay performance. According
to (12), (13), we can write

𝐷 =
1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

(
𝑝𝑠𝑒𝑟 𝑣 (𝑔) 𝑑𝑙𝑔 +

(
1 − 𝑝𝑠𝑒𝑟 𝑣 (𝑔)

)
𝑑𝑙0

)
. (15)

So, when the SBS service time, 1
𝜇𝑛
, 𝑛 ∈ 𝑁𝑁𝑁 , approaches zero,

consequently, 𝑑𝑙𝑔 = 1
|S𝑔 |

∑
𝑛:𝑠𝑛∈S𝑔

1
𝜇𝑛

(
1+ 𝜌𝑛 (1+𝜐2

𝑛)
2(1−𝜌𝑛)

)
approaches

zero. Therefore, to minimize the average user-experienced-
delay in HCCNs under the cache size constraints, for the IRM
traffic, and in case that the SBS service time, 1

𝜇𝑛
, 𝑛 ∈ 𝑁𝑁𝑁 ,

approaches zero, we should minimize

1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

(
1 − 𝑝𝑠𝑒𝑟 𝑣 (𝑔)

)
𝑑𝑙0

=
1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

(
1 − 𝑝𝑠𝑒𝑟 𝑣 (𝑔)

) 1
𝜇0

(
1 +

𝜌0 (1 + 𝜐2
0)

2(1 − 𝜌0)
)
. (16)

Maximizing 𝑝𝑠𝑒𝑟 𝑣 (𝑔) results in minimizing 𝜌0, 𝑑𝑙0 = 1
𝜇0

(
1 +

𝜌0 (1+𝜐2
0 )

2(1−𝜌0)
)
, and subsequently (16). By caching the popular files

in the SBSs, 𝑝𝑠𝑒𝑟 𝑣 (𝑔) increases. The performance bound in
the literature is obtained based on the most popularity caching
strategy as the optimal caching scheme for each SBS [18],
[19]. However, in the Least Frequently Used (LFU) caching
scheme [27], each cache contains the most popular files in the
library and therefore, there is redundancy between the cache
contents of different SBSs in a group. In addition, 𝑚𝑎𝑥

𝑛:𝑠𝑛∈S𝑔

𝐶𝑛

most popular files are cached in each group S𝑔 in LFU.
It should be noted that in the case of overlapping coverage

regions, one SBS may be in more than one SBS group.
Therefore, we need an efficient cooperative algorithm for
performance improvement. To achieve this goal, we propose a

caching algorithm in HCCNs, namely Cooperative Most Pop-
ular Caching (CMPC) scheme. In Algorithm 1, all the caches
in S𝑔 are considered together as a single distributed cache
with the maximum size of

∑
𝑛:𝑠𝑛∈S𝑔

𝐶𝑛. More specifically, we
consider a pool of

∑
𝑛:𝑠𝑛∈S𝑔

𝐶𝑛 most popular files in each

group S𝑔. For cache placement, the smallest sizes of the SBSs
groups are selected first. Among the SBSs in groups of size
𝑖, one SBS that is belonged to the largest number of groups
S𝑔 is chosen. After selecting SBS 𝑠𝑛∗ for cache placement,
the largest pool of the groups containing 𝑠𝑛∗ , i.e., ΨΨΨ𝑔∗ is
selected. Then, 𝐶𝑛∗ of the most popular files of ΨΨΨ𝑔∗ are cached
in 𝑠𝑛∗ . Subsequently, the cached files are removed from the
pool. This procedure continues until caching the whole SBSs.
For instance, in the network illustrated in Fig. 1, by running
the proposed algorithm, 𝑠4, 𝑠5, 𝑠7, 𝑠1, 𝑎𝑛𝑑 𝑠3 cache the most
popular files under their cache size constraints. The files from
𝑚𝑖𝑛(𝐶5, 𝐶7) till 𝑚𝑖𝑛(𝐶5, 𝐶7) +𝐶6 cache in 𝑠6. Finally, the files
from 𝐶3 till 𝐶3 + 𝐶2 cache in 𝑠2. Depending on the network
topology and SBSs groups, the proposed scheme improves
the performance in terms of latency. The performance of the
CMPC scheme in the worst case is the same as the LFU
scheme. The complexity of the proposed algorithm is 𝑂 (𝑛),
where the input size is the number of user requests. The
proposed CMPC scheme is also a suboptimal solution for
delay minimization in practical networks, even without the
assumption of small average service times of the SBSs. This
issue is verified in Section V by simulations and real trace-
driven experiments.

B. Bandwidth assignment for delay minimization in HCCNs

From the design perspective, besides selecting the proper
cache placement strategy in HCCNs, the downlink rate of
the BSs will have a key role in the network performance.
Similar to other works in HCNs [25], [32], we have considered
orthogonal channels from the SBSs to the MUs with the
average downlink rates denoted by 𝑟𝑛 [bps]. Therefore, one
important question coming up next is that if we have a band-
width constraint 𝐵𝑊 [bps], how the bandwidth assignment
for each SBS should be considered in each group. Based
on the derivations in Section III, we address the problem of
bandwidth assignment for different SBSs, in Proposition 4:

Proposition 4: The optimum bandwidth assignment for
different SBSs, in order to minimize the average user-
experienced-delay, is the solution of the following convex
optimization problem:

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐷 =
1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

𝑝𝑠𝑒𝑟 𝑣 (𝑔)
|S𝑔 |

∑︁
𝑛:𝑠𝑛∈S𝑔

𝐵

𝜏𝑟𝑛

(
1+

𝐵𝜆𝑛

(
1+𝜐2

𝑛

)
𝜏𝑟𝑛

2
(
1 − 𝐵𝜆𝑛

𝜏𝑟𝑛
)
)

+
(
1 − 𝑝𝑠𝑒𝑟 𝑣 (𝑔)

) 𝐵

𝜏𝑟0

(
1 +

𝜌0
(
1 + 𝜐2

0
)

2(1 − 𝜌0)
)
, (17)

𝑠.𝑡. ∑︁
𝑛:𝑠𝑛∈S𝑔

𝑟𝑛 − 𝐵𝑊 = 0, ∀𝑔 ∈ 𝐺𝐺𝐺, (18)

𝐵𝜆𝑛

𝜏
− 𝑟𝑛 < 0, ∀𝑛 ∈ 𝑁𝑁𝑁, (19)
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Fig. 2. The average delay of different caching schemes in HCCNs as functions
of the SBSs group size and cache size. Network parameters: 𝐹 = 78.9𝑘, 𝑁 =

20, 𝐺 = 4, 𝐵 = 70 Mb, 𝑟0 = 𝑟𝑛 = 100 Mbps.
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Fig. 3. The simulation, equations and real trace results of the average
experienced delay of different schemes for variable cache sizes. Network
parameters: 𝐹 = 78.9𝑘, 𝑁 = 4, 𝐺 = 3, 𝐵 = 70 Mb, 𝑟0 = 𝑟𝑛 = 100 Mbps.

where 𝜆𝑛 =
∑𝐹

𝑖=1 𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛)
(
1 − 𝑒

−∑
𝑔:𝑠𝑛∈S𝑔 𝜆

𝑔
𝑟𝑒𝑞 𝑝𝑖 𝜏

)
, and (19)

is the stability constraint.
Proof: See Appendix F.
Since the problem in Proposition 4 is a convex optimization

problem with linear constraints, it is solved in polynomial time
[33]. Subsequently, the optimum bandwidth assignment for
different schemes is obtained as presented in Section V.

V. PERFORMANCE EVALUATION THROUGH NUMERICAL
RESULTS

In this section, the analytic expressions derived in this paper
are validated through simulation results and real trace-driven
experiments on the traffic of YouTube requests. We have run
a trace-driven experiment, using a real trace of requests from
a campus network measurement on YouTube traffic in 2008
[34], with a total 123.3𝑘 requests for 𝐹 = 78.9𝑘 files. Figs.
2-5 study the performance of HCCNs from different aspects.

We compare the performance of the proposed CMPC
scheme with two extreme ones; the LFU scheme in which
each SBS caches the most popular files, which gives the
optimum performance bound in [18], [19], and the Uniform
scheme, where the SBSs cache the library files randomly with
uniform distribution. It is illustrated in Figs. 2 and 3 that
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Fig. 4. The MBS and SBSs utilization factors of different caching schemes
as functions of the ratio of the average file size to the downlink rate. Network
parameters: 𝐹 = 78.9𝑘, 𝑁 = 4, 𝐺 = 3, 𝑟𝑛 = 𝑟0, 𝐶𝑛 = 0.1𝐹 .
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the proposed CMPC scheme has a lower average experienced
delay compared to other caching schemes from Uniform to
LFU. It should be noted that the MBS and SBSs’ average
downlink (service) rates are considered equal, to study the
network in general, and have a fair comparison.

In Fig. 2, we have shown the effect of the group size
|S𝑔 |, which is the number of the SBSs in each user group,
on the values of the average experienced delay. As shown
in this figure, by increasing |S𝑔 |, the values of the aver-
age experienced delay increase. Therefore, from the network
design perspective, we should have the minimum possible
number of the SBSs in each group. In the rest of this
section, a network with 4 SBSs with the configuration of
S1 = {𝑠1}, S2 = {𝑠2, 𝑠3}, S3 = {𝑠3, 𝑠4} is considered.

Fig. 3 plots the average experienced delay as a function of
the ratio of the cache size to the library size, i.e., 𝐶𝑛

𝐹
, for

different schemes. As illustrated in this figure, the most of
delay reduction is achieved for the relatively small values of
𝐶𝑛

𝐹
and the average response delay slightly changes for large

values of 𝐶𝑛

𝐹
. We have compared the real trace results with the

derived equations and simulation results for the IRM traffic.
In order to have a comparison among the real trace traffic,
the simulation, and analytic results, we need to consider a
model for the file popularity distribution for the simulation
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and derived equations. We have modeled the file popularity
by Zipf distribution [35]. By applying the mean squared error
minimization method, we have estimated the value of 𝛼 =

0.55 as the exponent parameter of the Zipf distribution for
the popularity of the real trace requests. We observe that the
results achieved under synthetic traffic hold when the cache is
fed by real traffic taken from an operational network.

Fig. 4 plots the MBS and SBSs utilization factors of
different caching schemes as functions of the ratio of the file
size to the average downlink rate, i.e., 𝐵

𝑟0
. The solid lines

show 𝜌0 and the others show the maximum values of 𝜌𝑛
for different schemes. As shown in this figure, the values of
𝜌𝑛’s are very small in comparison to 𝜌0. For example, for the
CMPC scheme, the maximum value of 𝜌𝑛 is about 0.17, where
the value of 𝜌0 is about 0.95. This figure also shows that 𝜌0 of
the CMPC scheme is smaller than LFU and Uniform schemes.
This means that CMPC reduces the load on the MBS link. In
addition, it is illustrated that for large values of 𝐵

𝑟0
, such as

𝐵
𝑟0

= 5, LFU and Uniform schemes lead to unstable systems
while CMPC scheme ensures the system stability.

Finally, Fig. 5 shows the effect of the bandwidth assignment
on the average experienced delay. Solving the optimization
problem in Proposition 4 numerically by the MATLAB en-
vironment illustrates that the curves are convex, as proven
earlier, and the optimum points are shown by red stars. As
shown in this figure, by increasing the cache size, the optimum
bandwidth assignment (i.e., 𝑟3%) for the proposed CMPC
scheme varies from 50.2% to 53.1% in the studied network.
In small cache sizes, the average experienced delay slightly
changes for different bandwidth assignments. In such cases,
the values of 𝜌𝑛’s are very small compared to 𝜌0. Conse-
quently, different bandwidth assignments do not significantly
change the values of 𝜌𝑛’s and 𝐷. By increasing the cache
size, the values of 𝜌𝑛’s and 𝜌0 become comparable, and load
balancing between MBS and SBSs is done. Therefore, the
bandwidth assignment becomes more effective on the average
experienced delay in larger cache sizes. We also compare the
effect of the bandwidth assignment in the CMPC and LFU
schemes. As shown in this figure, the optimum bandwidth
assignment for the studied LFU scheme is 𝑟3 = 61.2%, and
the performance of this scheme is much more sensitive to the
bandwidth assignment. For instance, if the bandwidth assigned
to 𝑟3 is slightly less than 50%, the system leads to high latency
and instability. Therefore, the bandwidth assignment plays an
important role in delay minimization, and improper bandwidth
assignments lead to large values of the average experienced
delay and even an unstable system.

VI. CONCLUSION

We have proposed a novel analysis framework based on
queuing theory and studied the performance of a general and
practical structure of HCCNs with overlapping coverage re-
gions and stochastic request arrivals. Based on the framework,
we have illustrated the relation between prior network metrics
such as the hit probability, link load, and latency in such
networks. Then, we have presented the bandwidth assignment
problem aiming to minimize the average user-experienced-
delay under the stability and cache size constraints. We have

also proposed a novel copperative caching scheme in HCCNs
that outperforms the existing schemes in terms of delay. The
results have been verified through simulations and real trace-
driven experiments.

APPENDIX A
PROOF OF PROPOSITION 1

We define the random variable 𝑋𝑖,𝑛 as the number of the
requests for file 𝑓𝑖 that enter the SBS 𝑠𝑛 queue at a given
time slot. Therefore, similar to the control unit functionality
explained in the proof of Theorem 1 in [16], the average arrival
rate of the requests for file 𝑓𝑖 entering the SBS 𝑠𝑛 queue is
given by

𝜆𝑛𝑓𝑖 =

∞∑︁
𝑘=1

𝑃
(
𝑋𝑖,𝑛 = 𝑘

)
= 1 − 𝑃

(
𝑋𝑖,𝑛 = 0

)
= 𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) 𝑝𝑠𝑏𝑠.𝑟𝑒𝑞 (𝑖, 𝑛). (A.1)

Therefore, the average arrival rate at the SBS 𝑠𝑛 queue, i.e.,
𝜆𝑛, is evaluated by

𝜆𝑛 =

𝐹∑︁
𝑖=1

𝜆𝑛𝑓𝑖 =

𝐹∑︁
𝑖=1

𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) 𝑝𝑠𝑏𝑠.𝑟𝑒𝑞 (𝑖, 𝑛), (A.2)

and subsequently, if the request arrivals in different user groups
are independent, we have

𝜆𝑛 =

𝐹∑︁
𝑖=1

𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛)
(
1 −

∏
𝑔:𝑠𝑛∈S𝑔

(
1 − 𝑝𝑟𝑒𝑞 (𝑖, 𝑔)

) )
. (A.3)

In addition, the average service rate at the SBS queue is given
by 𝜇𝑛 =

𝑟𝑛
𝐵
𝜏 [files per time slot]. Consequently, according

to (1), (A.2), (A.3), and the definition of 𝜌𝑛, (2) and (3) are
derived.

APPENDIX B
PROOF OF LEMMA 1

According to Definitions 1 and 3, we have

𝑝𝑟𝑒𝑞 (𝑖, 𝑔) = 1 − 𝑃
(
𝑁𝜏,𝑖,𝑔 = 0

)
= 1 − 𝐺𝑖,𝑔 (𝜏, 0). (B.1)

For the renewal traffic model, the Laplace transform of
𝐺𝑖,𝑔 (𝜏, 𝜉) is obtained from

𝐺∗𝑖,𝑔 (𝑠, 𝜉) =
1 − ℎ∗𝑔 (𝑖, 𝑠)

𝑠
(
1 − 𝜉ℎ∗𝑔 (𝑖, 𝑠)

) , (B.2)

where ℎ∗𝑔 (𝑖, 𝑠) is the Laplace transform of the PDF of the
inter-request time distribution for file 𝑓𝑖 in the user group 𝑀𝑔

[30]. For the IRM traffic model, the distribution of 𝑁𝜏,𝑖,𝑔 is
Poisson with mean 𝜆

𝑔
𝑟𝑒𝑞 𝑝𝑖𝜏 which results in (5).

APPENDIX C
PROOF OF PROPOSITION 2

According to the HCCN operation framework discussed
earlier, the requested contents of the users in 𝑀𝑔 that are not
served in the caches of the SBSs in S𝑔, are served by the
MBS. We define the random variable 𝑌 𝑖

𝑔 as the event that at
least one request for file 𝑓𝑖 from the user group 𝑀𝑔 enters
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the MBS at a time slot. Consequently, due to the control unit
functionality, the requests for file 𝑓𝑖 enter the MBS queue with
the average arrival rate 𝜆0

𝑓𝑖
given by

𝜆0
𝑓𝑖
= 𝑝

(
∪

𝑔∈𝐺𝐺𝐺
𝑌 𝑖
𝑔

)
=

|𝐺𝐺𝐺 |∑︁
|𝐽 |=1
(−1) |𝐽 |+1

∑︁
𝐽 ⊆𝐺𝐺𝐺

𝑝
(
∩

𝑔∈𝐽
𝑌 𝑖
𝑔

)
, (C.1)

where the RHS of (C.1) results from the probability of union
formula. Moreover, for any given 𝐽 ⊆ 𝐺𝐺𝐺, we have

𝑝
(
∩

𝑔∈𝐽
𝑌 𝑖
𝑔

)
= 𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽). (C.2)

Therefore, by substituting (C.2) in (C.1), the average arrival
rate at the MBS queue is obtained from

𝜆0 =

𝐹∑︁
𝑖=1

𝜆0
𝑓𝑖

=

𝐹∑︁
𝑖=1

|𝐺𝐺𝐺 |∑︁
|𝐽 |=1
(−1) |𝐽 |+1

∑︁
𝐽 ⊆𝐺𝐺𝐺

𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽). (C.3)

In addition, the average service rate at the MBS queue is given
by 𝜇0 =

𝑟0
𝐵
𝜏 [files per time slot]. Consequently, according to

the definition of 𝜌0, (9) is derived.

APPENDIX D
PROOF OF COROLLARY 2

In case that request arrivals in different user groups are
independent, we have

𝑝 𝑗𝑜𝑖𝑛𝑡.𝑟𝑒𝑞 (𝑖, 𝐽) =
∏
𝑔∈𝐽

𝑝𝑟𝑒𝑞 (𝑖, 𝑔), (D.1)

and in case that requests are independently served at different
SBSs, we have

𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽) =
∏

𝑛:𝑠𝑛∈
(
∪

𝑔∈𝐽
S𝑔

) (1 − 𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛)
)
. (D.2)

Moreover, if the requests are almost surely served or not served
at the SBSs, then 𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) only takes 0 and 1. Therefore, if
at least one of the SBSs in the SBS groups S𝑔 : 𝑔 ∈ 𝐽, serves
a request for file 𝑓𝑖 , or in other words, ∃𝑛 : 𝑠𝑛 ∈

(
∪

𝑔∈𝐽
S𝑔

)
such that 𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) = 1, it means that the request is served
in these SBS groups and subsequently, 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽) is 0. On
the other hand, if no one of the SBSs in the SBS groups
S𝑔 : 𝑔 ∈ 𝐽, serves a request, it means that 𝑝𝑠𝑒𝑟 𝑣 (𝑖, 𝑛) = 0,∀𝑛 :
𝑠𝑛 ∈

(
∪

𝑔∈𝐽
S𝑔

)
. Therefore, the request will not be served in

these SBS groups and by definition, 𝑝𝑢𝑛𝑠𝑒𝑟 𝑣 (𝑖, 𝐽) will be 1.
Consequently, (D.2) is also applied in this case. Therefore,
(10) results from Proposition 2, (1), (D.1), and (D.2).

APPENDIX E
PROOF OF PROPOSITION 3

For the IRM traffic, we have M/G/1 queue models. Accord-
ing to the Pollaczek-Khinchin (P-K) relation [29], the average
delay of delivering a file from the SBS 𝑠𝑛 or MBS link is
given by

𝑑𝑙𝑛 =
1
𝜇𝑛

(
1 +

𝜌𝑛
(
1 + 𝜐2

𝑛

)
2(1 − 𝜌𝑛)

)
,∀𝑛 ∈ 𝑁𝑁𝑁 ∪ {0}. (E.1)

Combining (11)-(13) and (E.1) results in (14).

APPENDIX F
PROOF OF PROPOSITION 4

The optimization problem formulation in Proposition 4
results from Propositions 1 and 3. Noting that 𝑟𝑛,∀𝑛 ∈ 𝑁𝑁𝑁 ,
are unknown variables, the partial derivatives of the objective
function are given by

𝜕𝐷

𝜕𝑟𝑛
=

1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

𝑝𝑠𝑒𝑟 𝑣 (𝑔)
|S𝑔 |

(
− 𝐵

𝜏𝑟2
𝑛

−
𝐵2

𝜏2 𝜆𝑛
(
1 + 𝜐2

𝑛

)
(4𝑟𝑛 − 2 𝐵

𝜏
𝜆𝑛)

4𝑟2
𝑛 (𝑟𝑛 − 𝐵

𝜏
𝜆𝑛)

)
,

(F.1)

𝜕2𝐷

𝜕𝑟𝑛𝑟𝑚
= 0,∀𝑚 ≠ 𝑛,

𝜕2𝐷

𝜕𝑟2
𝑛

=
1
|𝐺𝐺𝐺 |

∑︁
𝑔∈𝐺𝐺𝐺

𝑝𝑠𝑒𝑟 𝑣 (𝑔)
|S𝑔 |(

2𝐵
𝜏𝑟3

𝑛

+
𝐵2

𝜏2 𝜆𝑛
(
1 + 𝜐2

𝑛

)
( 𝐵2

𝜏2 𝜆
2
𝑛 + 3𝑟𝑛 (𝑟𝑛 − 𝐵

𝜏
𝜆𝑛))

𝑟3
𝑛 (𝑟𝑛 − 𝐵

𝜏
𝜆𝑛)3

)
. (F.2)

Considering the stability constraint in (19), we have 𝜕2𝐷
𝜕𝑟2

𝑛
≥

0. Therefore, the objective function is convex. Sinc the con-
straints are linear, it is a convex optimization problem [33].
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