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Abstract:

The problem of analyzing surface deformation of the Earth’s crust in three-dimensions is discussed. The isoparametric and Lagrangian
formulations of deformation are extended from 2D to 3D. Analytical and numerical investigation of problem conditioning proves
that analyzing the 3D kinematics of deformation can be an ill-posed problem. The required mathematical elements for solving this
problem, including sensitivity analysis of the deformation tensor and regularization, are proposed. Regularized deformation tensors were
computed using the method of truncated singular value decomposition (TSVD). The optimal regularization parameter was attained by
minimizing regularization errors. Regularization errors were assessed using the corresponding 2D results of deformation analysis. The
proposed methods were applied to the GPS network in the Kenai Peninsula, south-central Alaska, in order to compute the 3D pattern
of postseismic crustal deformation in this area. Computed deformation in the vertical direction is compared to the existing pattern of
vertical deformation obtained from the combination of precise leveling, gravity and GPS measurements from other studies on this area.
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1. Introduction have also been explored (Frank 1966; Welsch 1979; Bibby 1982;
Chen 1991; Altiner 1999; Krumm and Grafarend 2002, Dermanis

and Grafarend, 1981; Xu, 1995, 1997; Xu et al., 2000).

According to Berber et al. (2003), the earliest known publication
on the application of geodetic techniques to the analysis of the
deformation of the Earth's surface is Terada and Miyabe (1929).
They use strain analysis for describing seismic surface deformation.
Since then, repeated geodetic observations have been used to de-
rive displacement fields and to analyze geodynamical phenomena.
A variety of methods have been developed and proposed. Charac-
teristic features of the geometric geodetic analysis of deformation
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For geodetic networks without a connection to an external ref-
erence frame, free network adjustment are widely used to derive
deformation parameters. It is now commonly accepted that ab-
solute displacements cannot be uniquely determined unless the
geodetic network is tied to an external reference frame (Segall and
Matthews, 1988; Xu, 1997; Xu et al., 2000). The invariance of strain
parameters have also been thoroughly analyzed (Dermanis, 1981,
1985; Dermanis and Grafarend, 1992; Grafarend, 1992; Biby, 1982;
Lambeck, 1988 and Xu, 1994, 1995, 2000). It is also commonly
accepted that components of the strain tensor are not all invariant
and therefore cannot be uniquely determined. Xu et al., (2000)
mathematically investigated the invariance of the deformation
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tensor elements and derived quantities such as principal and shear
strains.

Assuming that small vertical deformations have a negligible ef-
fect on the horizontal ones (Lichtenegger and Stinkel 1989), the
majority of existing geodetic techniques systematically ignore the
effect of vertical deformations on the horizontal ones. However,
deformation of the Earth's crust is a 3D phenomenon. There-
fore, the formulation and study of deformation in 3D is necessary
to properly account for the cross-correlation of the vertical and
horizontal deformations.

Mathematically, deformation can be defined as the mapping that
transforms a body from its unstrained to deformed state. This can
be written as:

Xy = f(G),x1) (1)

where, x1 and xpare 3p X 1 vectors whose elements are the coor-
dinates of the material points of deformable body before and after
deformation. The vector-valued function f is the corresponding
mapping function and p is the number of the points that have
been considered in the problem. Deformation of the body is
characterized through the mapping function f and deformation
parameters O.

This approach to the analysis of deformation defines the mathe-
matical basis in the theory of shape analysis (Dryden and Mardia
1998; Crosilla 2003). For example, thin-plate spline functions are
commonly used as the mapping function for characterizing the
deformation. It is not possible to establish constitutive equations
within the context of continuum mechanics (e.g. Fliigge 1972) us-
ing parameters that describe the deformation of a body by means
of theory of shape analysis. Therefore, they are not tailored to the
modeling of the dynamics of deformation.

When the mapping function f in Eq. (1) is taken as an affine trans-
formation, deformation parameters benefit from direct physical
implications: they characterize homogeneous deformation of a
deformable body (Sokolnikoff 1956). Moreover, the mapping func-
tion can be written as the sum of a symmetric matrix (strain tensor)
and a skew-symmetric matrix (rigid body rotations). Based on this
idea, Brunner (1979) proposed a 3D approach for the analysis of
the overall deformations of the Earth’s crust.

Wittenburg (2003) studied the problem of 3D analysis of deforma-
tion and argued that, due to the deficit of required information,
a 3D description of deformation based on geodetic surveys is not
possible. This argument is not generally correct because depend-
ing on the methodology used in the analysis of deformation, the 3D
description of deformation may be possible. For example, the the-
ory of analytical surface deformation analysis (Altiner 1999) takes
into account the 3D nature of deformation through the computa-
tion of the so-called external measures of deformation. However,
it is not possible to establish a functional relationship between the
external measures of deformation (such as the parameters that
characterize the deformation) and stress (i.e. constitutive equa-
tions) for all types of rheologies. In addition, the interpretation of
the external measures of deformation is difficult.
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In this paper, the application of two new approaches for 3D analy-

ses of deformation of the Earth’s surface is given. By analyzing the
conditioning of the problem, both analytically and numerically, it
is shown that the problem of the 3D kinematics of deformation can
be aniill-posed problem. Truncated Singular Value Decomposition
is used to regularize the problem and obtain a three-dimensional
pattern of deformation for the test area presented here. Regu-
larization errors have been assessed using the corresponding two
dimensional results of deformation analysis. The computed pat-
tern of vertical deformation is compared to the existing pattern of
vertical deformation in the test area of this research. The confor-
mance of the obtained pattern of deformation to the previously
obtained results proves that estimated parameters of deformation
are not dominated by regularization errors.

2. TestArea

2.1. Dominant factors contributing to the deformation of the test area

Southern Alaska, including the Aleutian Island chain (extending
from Fairbanks in the north to the Gulf of Alaska in the south) is one
of the world’s most active seismic zones. This area is a part of a vast
seismic zone known as Circum-Pacific seismic belt that coincides
with the world’s largest orogenic belt and contains most of the
Earth's active volcanoes. Seismicity along the Circum-Pacific belt,
and south-central Alaska, is driven by the anticlockwise motion of
the Pacific Plate. This results in subduction in the north (Alaska)
and west (Japan to New Zealand).

South central Alaska was severely affected by the 1964 PWS (Prince
William Sound) earthquake. Kanamori (1977) estimated a moment
magnitude of M,, = 9.2 for this earthquake. The main shock was
reportedly felt throughout most parts of Alaska, 600 miles to 800
miles from the epicenter (Hansen and Eckel 1966). The epicenter of
this earthquake is shown in Figure 1. Based on triangulation data
prior to this earthquake and post earthquake measurements in
1964 and 1965, Parkin (1972) estimated horizontal displacements
of 15 m at Seward (SE) with respect to the station Fishhook (FI)
shown in Figure 1.

Estimates of coseismic horizontal displacements exceed 20 m
in some parts of the affected area (Parkin, 1972). During this
event, most of the Kenai Peninsula subsided coseismically. In
contrast, the area east (the oceanic crust) underwent a coseismic
uplift. Coseismic uplift exceeded 12 m on Montague Islands
(Figure 1) - (Plafker 1971). Plafker (1971) reported a maximum
coseismic subsidence of 2 min subsided area. Maximum coseismic
subsidence occurred on the southeast portion of Kodiak Island,
along the east-central region of the Kenai Peninsula and at the
eastern end of Turnagain Arm (Figure 1). The most profound
effects of this event were seen in south-central Alaska, in the cities
of Anchorage, Valdez, Cordova and on Kodiak Island, southwest
of the Kenai Peninsula (Figure 1). Similar displacements were also
observed by Holdahl and Sauber (1994).
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Figure 1. The southern Alaska active faults. KP: Kenai Peninsula,
PWS: Prince William Sounds, Cl: Cook Inlet, TA: Turna-
gain Arm of Cook Inlet, A: Anchorage, NI: Nikishki, SL: Sel-
dovia, SE: Seward, WH: Whitter, CO: Cordova, VA: Valdez,
Fl: Fishhook, PA: Palmer. Star shows the epicenter of the
1964 Alaskan Earthquake.

2.2. Postseismic Deformation

Postseismic uplift in the Kenai Peninsula was firstly reported by
Brown et al. (1977), based on tidal observations at Anchorage and
four geodetic leveling surveys between Whittier and Anchorage.
They reported a maximum uplift of 0.55 m at a location midway
between the two cities. Brown et al. (1977) suspected that the
observed uplift followed an elongate pattern. They found evidence
of domical pattern for the postseismic uplift in this area.

Savage and Plafker (1991) updated the Brown et al., (1997) study
by analyzing tide-gage records in Seward, Seldovia and Nikishka.
They also observed postseismic uplift at locations where coseismic
subsidence had occurred and postseismic subsidence at locations
where coseismic uplifthad occurred. Cohenand Freymueller (1997)
also confirmed the domical pattern of postseismic deformation
within the Kenai Peninsula.

GPS measurements supplement the suite of geodetic measure-
ments scientists use to improve their understanding of the mecha-
nisms that control ongoing crustal deformation in this area. Cohen
et al. (1995) reported on the combined use of GPS results, grav-
ity measurements and leveling results of the 1964 survey. They
reoccupied six of the 1964 leveling benchmarks on the Kenai
Peninsula between Seward and Nikishka using geodetic GPS re-
ceivers. Using gravity measurements, a high-resolution local geoid
was computed. Geodetic heights were estimated, transformed to
orthometric heights using the geoid model and then compared to
the leveling results. Since orthometric heights of only one epoch
were based on the computed geoid model, the detected defor-
mations were caused by errors in the geoid. This study provided
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insight into the cumulative 1964-1993 postseismic vertical defor-
mations in this area. Based on their analysis, a maximum uplift of
0.90 m to 1.1 m was observed in the middle of the peninsula. Co-
hen et al. (1995) suggested that a broad arch of postseismic uplift
extending at least from Kodiak Island to northeast of Anchorage
was ongoing in this area.

Cohen and Freymueller (1997) combined the results of the leveling
survey immediately after the Prince William Sound earthquake of
1964 and the GPS results from 1993 and 1995. They used NGS
geoid height model GEOID96 for transforming the GPS ellipsoidal
to orthometric heights. In their analysis they proposed an elongate
domical pattern for the postseismic uplift in the Kenai region
(Figure 2). They argued that the elongate dome is approximately
125 km wide with its major axis orienting southwest-northeast,
following the trend of major tectonic features of this area. They
estimated maximum uplift of about 0.90 m near the center of
peninsula with an average rate as high as 30 mm/yr. This study
presented the first detailed analysis of the spatial distribution of
cumulative uplift over 30 years.
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Figure 2. Domical pattern of vertical deformation computed using
tidal, gravity and leveling observations, reproduced from
Cohen and Freymueller (1997).

3. Methodology

Continuous deformation of a deformable body at a point can be
either formulated in terms of the relative change between the
distances of points from their surrounding points (isoparametric
representation of deformation) orinterms of the changeintheirrel-
Y
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ative positions (Lagrangian representation of deformation) (Love
1944; Jaeger 1969). The basic assumptions in both approaches
are that the points that contribute to estimating the parameters
of deformation at one point (here are called contribution points)
should fall within a small vicinity of the point at which the de-
formation parameters can be estimated (computation point) and
that, deformation of the body is homogeneous.

Both approaches mentioned above have been used for estimating
the 2D second rank deformation tensor € in the desired (ellipsoidal
or spherical) coordinate system (e.g. Chen 1991; Altiner 1999).
Elements of this tensor read as:

o
=

du Ov
exy = @ + a (2)

Inthese equations u and v are the deformation vector components
in the x and y directions.

In this study, the mathematical formulation of the problem in
isoparametric and Lagrangian representations of deformation are
extended from 2D to 3D. For practical applications, the traditional

|

[AEq 0 1ANg 0 1AUq

0  ANg I1AEq 0 0

o 0 0 AUy 1AE,
e

AE, 0 1AN, 0 1AU,

0 ANy, 1AE, 0 0

o 0 0 AUy, 1AE,

where AEy;, ANy and AUy (i = 1,2, ..., p)arethe components
of the relative position vector E between computation point k
and contribution points i, in the local coordinate system and Ly; is
the length of this vector.

Forexample, it can be seen that if either of the baseline components
are zero (e.g. no height differences between the network stations)
matrix A would not be of full column rank. When this condition
is approximately fulfilled, which is common in practice, some
of the columns of the design matrix (columns 4, 5 and 6 in the
isoparametric approach and column 5 inthe Lagrangian approach)
will approach zero. Consequently, the condition number of the
system of normal equations is much larger than one and the
problemis anill-conditioned problem. Therefore, the least-squares
technique is not an adequate mathematical tool for solving the
problem.

3.1. Elements of the 3D analysis of Deformation

Mathematical problems that can be solved numerically are clas-

sified as well-posed and ill-posed. A problem is considered well-
"
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least-squares technique may not be an appropriate mathematical

tool due to variations in network size, network configuration and
topography of the area.

Analyzing the coefficient or design matrix in the 3D Isoparametric
and 3D Lagrangian representations of deformation provides an
immediate insight into the practical aspects of this problem. To
clarify this argument the analytical form of the design matrix in
both isoparametric and Lagrangian formulations of the problem is
given in a local rectilinear Cartesian coordinate system. In a local
ENU-coordinate system these matrices read (see Hossainali, 2006
for further details):

2 2 2
A“:;M A/\led AEHZANH AEk12AUk1 ANk12AUk1 Atz/m
Ly LkE Liy L L Ly
Agkz A/;/kz AEkzzNsz AEkZZAUkZ ANkZZAUkZ A‘;kz
A= Lo Lo L L L L
2 2 2
AEkp ANkp AEkpANkp AEkpAUkP ANkpAUkp AUkp
-7 7 7 7 7 7
Lkp Lkp Lkp Lkp Lkp Lkp px6
3
0 0 AUk —%A/\/H T
%AUM —AUin 0 —AEq
%A/\/M AN —AE O
1
0 0 AUy, _EANkP
%AUkp =AU, 0 —AEy,
4
iANkP A/\/kp —AEkP 0 1350

posed if its solution exists, is unique and continuous under in-
finitesimal changes of inputs. A problem is ill-posed if any of these
conditions is violated (Tikhonov and Arsenin 1977). Perturbation
theory and regularization techniques are standard mathematical
tools for treating discrete ill-posed problems.

The analysis of the effects of all possible perturbations (observa-
tional and computational errors) on estimated parameters com-
pared to the exact solution is the main aim of perturbation theory
(Dief 1986). The following theorems within this theory elaborate
the concept of condition number and its impact on the sought
solution of a system of simultaneous equations. Consider the linear
system of equations:

Ax = b, where: A € R™" x € R™1

5
And b € R"™"andn > m )

In a consistent system of simultaneous equations A € R"*" and
is nonsingular, what will be the effect on the solution x if we apply
small perturbations AA and Ab to A and b respectively:

Theorem 1: Let A be nonsingular and consider the consistent
linear systemAx = b. The upper bound limit for the error in



the exact solution x due to perturbations AA and Ab of A and b
respectively in the perturbed linear system (A + AA) X = b+Ab,
where X is the vector of perturbed unknown parameters, is:

[ = x| ka(A) [IIAbH

AA
i S (1AM +1 H] ©

(L[l

where ky(A) = ||A||2
of A (Jain et al. 2003).
Corollary 1:Let A be a nonsingular and square matrix in the linear

||A*1 ||2 is called the condition number

systemAx = b. The upper bound limit for the error in the exact
solution x due to perturbation Ab in the perturbed linear system
Ax=b+ Abis:

=y 220 @)
i <R

This is immediately followed from Theorem 1, AA = O where O

Al
b

is an n-by-n null matrix.

Inequality Eq. 7 shows that in a system of linear equations, the
condition number acts as a noise amplifier. In other words, the
solution is not continuous under infinitesimal changes of inputs
when k;(A) is large. The system of equations Ax = b is said to be
ill-conditioned if k>(A) is large.

Similar to the linear system (Egs. 6 and 7), the sensitivity of a least-
squares solution can also be analyzed. The following theorem
provides a norm-wise upper bound limit for the sensitivity of least-
squares solution based on the perturbations AA and Ab of the
input parameters A and b.

Theorem 2: Let A € R™" (m > n) and A + AAare both

of full rank; and let: Hb—/ﬁ\x”2 = min,r = b — Ax;
||(b + Ab) — (A+AA))~(H =min,s =b+Ab—(A+ AA)X;
||AAH2 < e ||A||2, ||Ab||2 < 6Hb| 5+ then provided that

ka(A)e < 1 (Higham 2002):

[|lx = x| ky(A)e
lxll 1 —ka(A)e

z+mw+u'wz)
A, i
Corollary 2: Sensitivity of least-squares solutions is measured by
ky(A) when the residuals are small or zero and by k>(A)? otherwise.
Equations (3) and (4) show that ill-conditioning is a property of the
system of equations (it only depends on the design matrix A of this
problem) and not a property of the adopted numerical algorithm
for solving the problem. Therefore, ill-conditioning cannot be
simply treated by using a better numerical algorithm. Instead,
a better-conditioned system should be sought to replace the ill-
conditioned problem (e.g. Aster et al. 2005). The new system might
be based on a reformulation of the problem or its replacement
by a stable one which is literally based on the original system.
In inversion theory, the latter is normally termed as regularized
system.
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First, the instability of least-squares solution is analyzed. The
instability of theleast-squares solution in both the 3D Isoparametric
and 3D Lagrangian representations of deformation are analyzed
using the discrete Picard condition (Hansen 1990). By regularizing
a problem, its sensitivity to the input perturbations is reduced.
However, this comes at the cost of introducing artifacts into
the solution. Therefore, a tradeoff between the resolution and
sensitivity of the system should be sought. This is the well-known
tradeoff between stability and resolution. It is also customary to
look for an optimum regularization parameter.

Among different regularization techniques, Truncated Singular
Value Decomposition or TSVD (Hansen, 1990 and Xu, 1998} is
used for regularizing the problem of the 3D representation of
deformation of the Earth’s crust due to its simplicity in application
and visualization of the process.

The flow-diagram of Figure 3 outlines the mathematical steps for
solving the problem of analyzing deformation of the Earth’s crust
in three dimensions. The different elements of this process are
discussed in the following sections of this paper.
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Figure 3. Elements of the 3Dkinematic approach to the analysis of
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3.1.1. Discrete Picard Condition

If x; and xi are exact and regularized solutions of the discrete
ill-posed problem:

min||[Ax — b||,, A€ R™", m >n ©)

where ||Xt - xk”2 is a measure for regularization error. When
TSVD is used for regularizing the problem, an upper bound limit
for the regularization error is given by (Hansen 1990):

|U%b]
max —

1<i<p—k 0;

Nl=

X = x|, <p (10)

where g;, i = 1,2,..,p,p + 1, ..., k, are the singular values,
vectors U ;are the corresponding left singular vectors in the
spectral representation of matrix A and k is the total number
of singular values with p nonzero values. Products: |UT,b| are
normally called Fourier coefficients.
Inequality Eq. (10) shows that smaller regularization error is ex-
pected to be present in the regularized solution, if, on average, the
Fourier coefficients decay faster than the corresponding singular
values. This property is known as the discrete Picard condition.
The condition is numerically analyzed using the moving geometric
mean where ¢ < n — 2is aninteger.
i+q T
pi = M-y 19.0) |U"‘b|, i=q+1,..,n—q (D)
UL

Spectral representation of the least-squares solution establishes a
close connection between the instability of this solution and the
Picard condition. This interrelation can also be seen in Ineq. (10) by
settings k = 0. To clarify this argument, the least-squares solution
of Eq. (9) has to be expressed in its spectral form. According
to the geometric SVD theorem (see theorem 4), matrix A in the
least-squares problem Eq. (9) can be expressed as the product

of orthonormal matrices U = [U4,U, ..., U ] € R™™,
V =1[V4, Vs ...V, €R™ and the diagonal matrix £ =
diag(oy, 02, ...,0,) € R™", where 61 > 0, > ... > 0, >
Opt1 = ... = 0, = 0, thatis:

A=UzVT 12)

Substituting this expression in the maximum likelihood solution
x = (ATA) ™" ATb gives:

x= (V) 'z (ZT) v vETUTh = (VT) T U
(13)
For the p non-zero singular values, Eq. (13) takes the following

form:
.
x=V[FULb UL . U] e
—
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In the presence of random noise, even if the true data were

orthogonal to U s, U”Tib is very likely to be non-zero. When
these non-zero values are divided by small singular values and
then multiplied by V. ;, an unstable solution is obtained. Therefore,
according to Eq. (14) for a stable least-squares solution, the discrete
Picard condition is automatically fulfilled. In other words, the
discrete Picard condition is also a necessary condition to obtain a
stable least-squares solution. When the condition is not fulfilled,
the instability of least-squares solution is automatically assured.
Figure 4 shows the Picard condition for two stations KEN1 and
C85G of the GPS network in Kenai. The condition is not fulfilled at
both of these stations. Therefore, the least-squares solution will be
sensitive to observational and computational errors.

3.1.2. Sensitivity Analysis of the Deformation Tensor

Within the sensitivity analysis of the deformation tensor, the
instability of the parameters of deformation is analyzed. The
sensitivity of these parameters to the network configuration and
inputerrorsisanalyzed. Since the problem of the 3D representation
of deformationisanill-posed problem, we are nolonger concerned
with the multivariate confidence regions, commonly reported
in the sensitivity and precision analysis of geodetic networks.
Moreover, because the sensitivities of all of the parameters to the
perturbation of inputs are of equal interest, another mathematical
technique is required. We show that principal component analysis
(PCA) is an appropriate mathematical tool for this purpose. To
clarify this argument, the theoretical back ground of PCA is firstly
re-established through the following theorems.

Consider a vector of random variables x = [x1, x2, ..., XP]T with
the covariance matrix . According to the propagation law of
errors, any two linear combinations y, and y, of the random
variablesx1, X2, ..., Xp; ie: yp = i linxiand yy = i likx; have

i=1 i=1

the variance Var (y,) = l;Zl,,,n = hork, and the covariance
Cov (yx, yn) = L] Zli. By definition, principal components are
uncorrelated linear combinations y1, y2, ..., Y ywhose variances
are as large as possible. Such uncorrelated linear combinations
can be established through the following theorem:

Theorem 3: Consider the positive definite matrix £ whose spec-
tral decomposition is given by the eigenvalue-eigenvector pairs
(Ade), i =1,..,p,inwhich Ay > 4 > ...>4 >0

L
is assumed. Then m#a(;( ZZTZZZ = Ay is attained when z = ey
z
T . .
and  max ZZTZZZ = Awqq is attained when z = ey.q,

zleq,..., ey

k=1,2,..., p — 1Uohnson and Wichern 2002).

Corollary 3: Let ¥ be the covariance matrix associated with
the random vector x = [xq, X2, ...,xp]T. Let £ have the spectral
decomposition (A1, e1), (A2, ez)'()\p, ep) where for the singular
values Az Ay > Ay > L.
[e1h, €2h1 v eph]T denote orthonormal singular vectors in its

> A, > 0is assumed and e, =

spectral form, The hth principal component is then given by:

Yh = ejx = eipX; + Xz + ... + epnXy (15)
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Figure 4. Discrete Picard Condition for two stations KEN1 (a) and C85G (b).

whereforh =1,2,...,p
Var(y,) = e;Zeh = A (16)

Cov (y, yn) = efZe, = 0, when h # k 17)

p
Corollary 4: If y, = Y_eyx, h = 1,2, ..., p, are the principal
i=1
components of the positive definite matrix £, then the correlation
coefficients of variables x; and the principal components y, are

given by (Johnson and Wichern 2002):

Cor (x;, ys) =

einvVA, .
L jh=1,2,p (1)
J

The analysis of these correlation coefficients can identify the
parameters that are equally correlated with the total variance A,
of the h'" principal component.

To analyze the sensitivity of the deformation tensor, principal
components of the normal matrix are set up. When the normal
matrix is ill-conditioned, the computation of the covariance matrix
is problematic. From a theoretical point of view, PCA can be applied
to any positive definite matrix N (Johnson and Wichern 2002). This
prerequisite is also a characteristic feature of the normal matrix in
all geodetic problems. For this purpose, the normal matrix is firstly
expressed in its spectral form.

The stability of the system can be visualized through the spectral
representation of the normal matrix. Using Eqg. (15) the correspond-
ing principal components are then established. Each principal
component organizes random variables (deformation parameters)
into separate groups. The correlation coefficients between the
principal components and all unknown parameters are then esti-
mated using Eq. (18). Finally, the computed correlation coefficients

are used for organizing the random variables of each group accord-
ing to their individual correlation with the corresponding spectral
value in ascending order. For smaller singular values, random
variables that have larger correlation coefficients associated with
the corresponding principal components are highly sensitive to
perturbation of the input parameters. Figure 5 illustrates the re-
sults of the sensitivity analysis of the deformation tensor in one
of the GPS stations in the crustal deformation array of the Kenai
Peninsula.

3.1.3.  Numerical Treatment of the 3D Representation of Deformation

The application of TSVD for solving linear discrete ill-posed prob-
lems like in Eq. (9) can be traced back to Hanson (1971) and Varah
(1973). Later, Hansen (1987) analyzed the problem and compared
it with Tikhonov (1963) and Philip (1962) regularization techniques.
This study demonstrated that the TSVD is a favorable alternative
for the standard Tikhonov-Philips regularization.

TSVD is based on the geometric SVD theorem:

Theorem 4: Let A € R"*"be a nonzero matrix with rank r. Then,
thereexistrealnumbers gy > 0> > ... > 0, > 0,anorthonormal
basis {v1, V2, ...V} that spans R™ and an orthonormal basis
{u1, uz, ..,u,} that spans R" such that:

A oiu, 1 <i<r
! 0,r+1<i<m
(19)
ATU _ ovi,1<i<r
' 0,r+1<i<m

U, tand {vq, va, ...V, } are called the left
and the right singular vectors respectively (Watkins 2002).

Base vectors {u1, Uz, ..

This study considers a system of normal equations r =
rank(A) = n (rank of A is full) and there is no zero spectral
value in the spectral decomposition of the normal matrix. Instead,
™~
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Figure 5. Sensitivity analysis results of deformation tensor elements (a) sensitivity analysis of deformation tensor (b) spectral decomposition of

the normal matrix.

the singular values asymptotically decay in such a way that the
problem is ill-conditioned (see Figure 5b).
Similar to other regularization techniques, replacement of the ill-
conditioned problem by a more stable one that is directly related
to the main problem, but is less sensitive to perturbation of inputs
is preferred. Therefore, matrix A is replaced by Ay which is given
by:
A= UL VT, L, = diag(oy, ..., 0¢,0,...,0) € R™", k < n
(20
Ay approximates A by substituting the last n — ksingular values
by zero. Through this process the conditioning of the system
improves to k (Ax) = 01/0x (Aster et al. 2005; Press et al. 1992).
The regularized solution is finally given by:

Xk = A;1b (21)

Al =vE U, 5 = diag(oy ", ..., 0.1,0,...,0) (22)

The central point in any regularization technique is to find a
compromise between the resolution of the regularized solution
and the stability of the system. This is achieved by finding an
optimum regularization parameter. With regard to the TSVD, the
number of singular values rejected plays the role of regularization
parameter unlike other regularization techniques such as the
methods of Tikhonov (1963) and Philips (1962).
theory of TSVD is well-developed and is the key for finding an

Perturbation
optimum regularization parameter in this study. The following
theorem within this theory is critical for obtaining an optimum

regularization parameter for the TSVD solution (e.g. Hansen 1987).

/
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Theorem 5: For the perturbed TSVD solution X, = Akl?i, where
A=A+ E =UZV'andb = b + ¢, assuming that HEH <
O — Ok+1, the relative error of ||A,j1 || is bounded by:

| -A 3 €]
<3 S 23
AT T m)f—m—w) ] &
where;
ke = ||A[| [|AC]| = o1/
ne = | EIAC = [IENl/ov = &[[EI/ A @4

wi = || A=A | A = i /o

where ki is the condition number and wy is the size of the
relative gap between the spectral values g, and 0y in spectral
representation of A, The proof is given by Hansen (1987).
Theorem 5 shows for Af to be close to A", the relative gap wy
should be small. This is because

3 ki IEl _ N [ 1 1
(1 =) (1= me — wi) ||A]| Wk

(25)
and therefore, for small wy, the term in the square brackets tends
tozero. A small wy corresponds to a well-determined gap between
the singular values gy and 0y.1. Therefore, if the SVD is to be
successfully truncated at k, then there must be a well-determined
gap between the spectral values gy and 0y 1.
Considering Theorem 5, to find a tradeoff between the stability
and resolution in a regularized TSVD solution in this study, the
cumulative relative gaps between each spectral value of the normal
matrix and the last (smallest) ones are analyzed. The cumulative
relative gaps are plotted against the corresponding pair of spectral

T—m—w 1—m

]



values. The “well determined gap” of Theorem 5 corresponds

to the point where a considerable change in the slope of this
curve occurs. If a considerable change in the slope of the curve
is observed between the spectral values oy and gy, where g, is
the smallest nonzero singular value in spectral decomposition of
the normal matrix, singular values 0y 1, ..., 0, are ignored. The
cumulative relative gaps for the 3D isoparametric representation
of deformation at station KEN1 are shown inset in Figure 5b.

This method appears similar to L-curve analysis, but the methods
are different, because in the L-curve analysis technique the norm
(or semi-norm) of solution is plotted and analyzed against the
norm (or semi-norm) of residuals (Hansen 1992).

3.1.4. Assessment of Regularization Errors

How well a regularized solution approximates an exact solution
(i.e. the assessment of regularization errors) is an important aspect
in any regularization technique. Normally, external information
about the sought solution is required. The proposed method
within this paper is self-contained, because the assessment of
regularization errors does not require any external information
about the sought solution and because the horizontal elements of
the 3D deformation tensor match the corresponding elements of
the 2D deformation tensor. The 2D deformation tensor is obtained
from the same approach as the 3D one. However, the assessment
of regularization errors on the vertical elements of deformation
tensor {(eyz, €,z, and e;;) is not a straightforward process. For
regularization errors of these parameters only an upper and/or
a lower bound limit can be established. This is achieved by
comparing the resolution of these elements to resolutions of the
2D elements of deformation.

4. GPS Data, Analysis and Results

The 3D analysis approach outlined in this paper is applied to the
GPS network in the Kenai Peninsula in an attempt to analyze the
horizontal and vertical pattern of the postseismic uplift in this
area. GPS data from seven campaigns (1995, 1996, 1997, 1998.06,
1998.09, 1999 and 2000) were downloaded through the University
NAVSTAR Consortium (UNAVCO) Boulder facility. The data were
provided by the University of Alaska, Fairbanks and are accessible
via download from the Alaska Deformation Array (AKDA) data
center.

Requirements for this 3D approach is that GPS stations must be
re-measured in at least two successive campaigns. Therefore, a
set of 16 stations from the two successive campaigns (1996 and
1998.06) were selected. Ten benchmarks from the leveling survey
in 1964 (stations T19D, CROS, K76D, GRAV, DAHL, M78D, S79R,
H81D, Z82A and HOMA from Cohen et al. 1995; and Cohen and
Freymueller 1997) are included in the selected set of GPS stations.
These station locations and the topography of this area are shown
in Figure 6.

Three regional permanent stations were also included in this
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configuration primarily to address the reference frame issue for
analyzing the GPS measurements (e.g. Becker et al. 2002). These
stations included KENT1 (in the city of Kenai) and KOD1 (on Kodiak
Island) from the CORS permanent GPS network and FAIR (in the city
of Fairbanks) from IGS network. The locations of these reference
stations are shown in the Figures 1 and 6.
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Figure 6. The configuration of the GPS stations in this study. GPS
stations are shown by small triangles. GPS stations that
are colocated with leveling benchmarks of the survey 1964
are shown in red. Station names are the four character
abbreviations used in the processing of the GPS data.

4.1. Analysis

Bernese GPS software Version 4.2 (Beutler et al. 2001) was used to
process the data. The IGS (International GNSS Service for Geody-
namics) antenna phase center offset and variation calibration table
(Rothacher et al. 1995) was used to avoid the systematic effect of
using different antenna types in the regional and the local stations.
High precision results were obtained by using CODE (Center of
Orbit Determination in Europe) precise orbits and earth rotation
parameters (Beutler et al. 2001). Minimum elevation cut off angle
was set to 10 degrees at all epochs (Rothacher et al. 1998).

The OBS-MAX strategy was used for establishing baselines in both
campaigns. Observations whose residuals were larger than 0.003
m were considered outliers and removed from the observation files
during the data snooping process. Initial phase ambiguities were
resolved using the QIF (Quasi lonosphere Free) strategy in both
campaigns (Mervart 1995). Site-specific troposphere parameters

Y
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were estimated every two hours at each station and session.

For long baselines (greater than 10 km) local ionosphere models
(Wild 1994; Schaer 1999) that were estimated with the same data
set, were used to improve the ambiguity resolution. The consis-
tency of the resolved integer ambiguities with the mathematical
models implemented in the processing software was checked by
comparing the a posteriori variance of the unit weight in the float
solution and that of the fixed solution. A consistent integer am-
biguity results in a smooth change in the a posterior variance of
unit weight conversely an inconsistent integer ambiguity one can
produce abrupt variations in the estimate of this parameter.
Asameasure of the precision of the GPS results, RMS repeatabilities
of the stations coordinates were studied. Repeatability results
clearly showed the poorer quality of the height component when
compared to the horizontal components of each station’s position.
They clearly show that the formal errors for the campaign solutions
were too optimistic to be considered. This is due to the fact that
systematic and time correlated error sources are neglected in the
stochastic model for processing the GPS measurements (Leinen et
al. 1999). Therefore, to get realistic accuracy for the GPS results,
the formal covariance matrices of the campaign solutions were
scaled by a factor of 14.73 for the 1996 campaign and 16.86 for
the 1998.06 campaign. Inflation factors were derived from the
analysis of the repeatability of the stations coordinates as shown
in Figures 7 and 8. Table 1 gives the mean formal errors of the
stations coordinates together with their scaled values.
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Figure 7. The RMS repeatabilities of the Campaign 1996 for the
north, east and up components.

Table 1. Mean formal errors and scaled mean formal errors of the
coordinate components of campaigns 1996 and 1998.06.

Campaign Coordinate Mean Formal Scaled Mean
Components Error (mm) Formal Error (mm)

Height 0.7526 11.0863

1996 Latitude 0.3737 05.5044
Longitude 0.2895 04.2639

Height 0.6526 11.0034

1998 Latitude 0.3053 05.1467
Longitude 0.2737 04.6143

~
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Figure 8. The RMS repeatabilities of the Campaign 1998.06 for the
north, east and up components.

4.2, Estimated Velocity Field

Horizontal and vertical velocity fields are computed from the
coordinate differences. The computed velocity field together
with the associated 95% confidence regions obtained from the

propagation of scaled errors are shown in 9 and 10, respectively.
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Figure 9. Estimated horizontal velocity field for the deformation net-
work of the Kenai Peninsula.

4.2.1. 3D Pattern of Deformation in Kenai

Since coseismic deformation of the 1964 PWS event extends from
Fairbanks in the north to the Kodiak Islands in the south (e.g.
Hansen and Eckel 1966) both regional and local stations were
incorporated in the computation of the 3D pattern of deformation
in this area. First, the 2D pattern of deformation was computed
for the study area using the isoparametric approach. To compute
the parameters of deformation at each point, a subset of stations
(contribution points) was used in the least-squares estimation of



-180°

Figure 10. Estimated vertical velocity field for the deformation net-
work of the Kenai Peninsula.

the deformation tensor elements for which the hypothesis test of
the a posteriori variance of unit weight is passed. Since station
PF12 was removed as an outlier from the final solution of the
Campaign 1998.06, it was not included in computations.

The analysis of the discrete Picard condition for all configurations
of computation and contribution points proves that the 3D rep-
resentation of the Earth's surface crustal deformation in the Kenai
Peninsula is ill-posed. The topography of the Kenai region also
supports this result. The western Kenai area is relatively flat while
rugged topography is observed in the east. Consequently, height
differences between stations in western Kenai are small when
compared to height differences in eastern Kenai. In addition, a set
of stations are almost located along a longitudinal line.

Sensitivity analysis of deformation tensors shows that the vertical
parameters of deformation are more sensitive to perturbations of
inputs. Therefore, depending on the number of singular values to
be rejected these parameters will loose more resolution than the
other parameters in regularized deformation tensors.

The optimum number of singular values to be rejected was ob-
tained using the method in Section 3.1.3 of this paper. Regularized
deformation tensors were then computed in the geocentric Carte-
sian coordinate system. Computed deformation tensors were then
transformed to the spherical coordinate system. Spherical approx-
imation of the principal strains (e, e, e} and their orientation
with respect to the curvilinear coordinate axes of the Spherical
coordinate system are computed by eigenvalue-eigenvector de-
composition of the transformed deformation tensors. The accuracy
of random eigenspectra was first given by Agelier at al. (1982),
and later independently derived by Soler and van Gelder (1991)
and further extended to second order approximation by Xu and
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Grafarend (1996), Xu (1999) and Han (2010). In this study, com-
putation of the variance-covariance matrices of principal strains is
based on Soler and van Gelder (1991).

Tovisualize the horizontal pattern of deformation, the cross section
of the deformation quadratic (expressedinthe spherical coordinate
system) and the horizontal spherical coordinate system is set up.
This quadratic polynomial is then transformed to its principal
axes. The horizontal principal strains and their orientation in the
spherical coordinate system are the corresponding eigenvalues
and eigenvectors of this transformation. To illustrate the vertical
deformations, principal strain parameters in the third dimension
(vertical component) are interpolated using a biharmonic spline
interpolation technique (Sandwell 1987). Figure 11 illustrates the
3D pattern of deformations.
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Figure 11. 3D Isoparametric representation of deformations in the
Kenai Peninsula.

In the two-dimensional approach to the analysis of deformation,
the projection of vector lengths onto the surface of the horizon-
tal reference datum accounts for the effect of vertical deforma-
tions on the horizontal elements of deformation tensor. For the
centimeter-level vertical deformations in this area, the effect of ver-
tical deformations on the horizontal parameters of strain is ignored.
Therefore, first-order differences are the result of the regulariza-
tion error in the 3D horizontal parameters of strain. The statistical
significance of these differences, as well as the redundancy of
observation in estimating both the two- and three-dimensional
deformation tensors should be carefully taken into consideration.
To see if the differences mentioned above are stochastically signif-
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icant their confidence intervals were computed. Table 2 provides
the numerical details. In this table parameters |Ae/| and |Aey | are
the differences of the corresponding horizontal principal strains
obtained from the 2D and 3D analysis approaches. g; and 0y, are
the corresponding confidence intervals of these parameters that
were derived by error propagation using the errors of the 2D and
3D horizontal principal strains.

Table 2. Regularization errors in the 3D horizontal principal strains of
the isoparametric representation of deformation versus the
corresponding confidence intervals.

3D Isoparametric

[Aei| o |Aey| g
KENI1 0.1580 0.1295 0.1460 0.2030
C85G 0.2540 0.2572 0.4490 0.3556
CPRD 0.0920 0.2106 0.2590 0.1773
CROS 0.1220 0.2482 0.1650 0.2379
DAHL 0.1740 0.1931 0.2750 0.1849
GRAV 0.2410 0.2945 0.3820 0.3750
H81D 0.1530 0.3687 0.1490 0.4319
HOMA 0.0360 0.1812 0.0420 0.4220
K76D 0.1450 0.2893 0.2180 0.2958
KIRT 0.0420 0.2208 0.0350 0.3159
M78D 0.0250 0.3940 0.2480 0.4582
NIK2 0.1260 0.1791 0.1240 0.2158
S79R  0.0370 0.4074 0.0170 0.4737
T19D 0.0050 0.2469 0.0060 0.2712
TRLK 0.0150 0.1673 0.0250 0.1796
Z82A 0.0170 0.3611 0.0170 0.6583

Table 2 shows the differences of the horizontal principal strains
of the 3D Isoparametric and the 2D Isoparametric approaches
are stochastically meaningful for stations KEN1, DAHL and C85G.
Since the redundancies of observations for estimating the 2D and
3D isoparametric deformation tensor at these stations are small
(Hossainali, 2006), it is not possible to assign the abovementioned
differences only to regularization errors. The results of the sen-
sitivity analysis of the deformation tensor show that for the GPS
network of this study the vertical parameters of deformation are
more sensitive to perturbations of inputs. Smaller resolution of
these parameters in the corresponding resolution matrices of both
approaches also supports this argument. Therefore, regularization
errors of the vertical elements of the deformation tensor are larger
than the horizontal ones. Nevertheless, the poor redundancy
of observations in the GPS network in this study makes the as-
sessment of the regularization error of the vertical parameters of
deformation impossible. Based on regularization errors of the hor-
izontal parameters of deformation and comparing the resolutions
of the vertical and horizontal parameters, estimating an upper
bound or a lower bound limit for the regularization error of the
vertical parameters of deformation would have been possible. The
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obtained features in vertical deformation in this study confirm the

independent results of the other studies. That show regularization
errors do not dominate the results of the vertical deformations of
this study.

The computed pattern of vertical deformation is in a good agree-
ment with Cohen and Freymueller (1997) (Figure 2). Both are
consistent with the trend of tectonic features including the Alaska
Aleutian trench, the orientation of major terranes, the strike of the
Border Range Fault, the orientation of Cook Inlet and the strike of
the Alaska range volcanoes to the west. Cohen and Freymueller
(1997) acknowledged that not all parts of their pattern are well
constrained by the data but they suggest that the dome pattern
of uplift trending SW to NE and the location of maximum uplift
were robust. These deformation features are also visible in the
computed pattern of vertical deformation in this study.

5. Conclusions

The 3D pattern of deformation obtained for the Kenai Peninsula
represents an inhomogeneous deformation field. Estimated hor-
izontal and vertical velocity fields confirm the spatial pattern of
variability in the deformation of this area. Inhomogeneity of de-
formation is a characteristic feature of many deformation fields.
The degree of the misfit of the functional models in 3D isopara-
metric and 3D Lagrangian representations of deformation is also a
function of the inhomogeneity of the deformation.

The nature of the inhomogeneity of the deformation may change
from one area to another. When no a priori information is
available for setting up an advanced mathematical model the
analysis of inhomogeneous deformation fields is likely confined to
the application of the mathematical models that are tailored to
homogeneous deformation. The conditioning of the problem will
worsen when an inhomogeneous deformation field is analyzed.
According to Corollary 2, the conditioning of the problem is
proportional to the power of two of the condition number of the
system of simultaneous equations.

The adequacy of the functional models in the 3D Isoparametric and
Lagrangian representations of deformation for analyzing a defor-
mation is assured through the Global Model Test. Using the Global
Model Test, the list of contribution points is determined when the
parameters of deformation are calculated at a computation point.
Realistic analysis of regularization errors requires adequate obser-
vational redundancy. The observational redundancy is controlled
by the number of contribution points to be used for estimating the
parameters of deformation at a certain point of a deformable body.
Therefore, in complex deformation fields increasing the density
of the network can assist the better assessment of regularization
errors. The GPS network in Kenai is too sparse. Nevertheless,
the conformance of the obtained pattern of deformation to the
previously obtained results proves that estimated parameters of
deformation are not dominated by regularization errors.
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