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Lab Instructions - session 14

Object Detection
Aref Azizpour

HoG-SVM

In the previous lab session, we used the SVM with HoG features to classify objects.
In this session, we want to detect the location of the objects as well. First, we need to
extract the HoG feature from our dataset (both positive and negative samples). Then
we train an SVM on these features. Once our model is trained properly, we can
perform object detection on new images using a sliding window approach (like the
detectMultiscale method in OpenCV) and use its output to draw bounding boxes
around the detected objects. Your job is to change the parameters of the classifier
and detectMultiScale to achieve the best result possible. Below you can see a
sample code for training and testing the detector. It is up to you to choose the
number of data samples needed for training, but the more the better. You can find
more samples here. Notice that the data might need preprocessing.

File: HOGSVM.py

import cv2

import numpy as np

import glob

from sklearn import svm

from sklearn.externals import joblib

import itertools

import imutils

from imutils.object detection import non max suppression
import os

hog = cv2.HOGDescriptor ('hog.xml')
train data = []

train labels = []

X =11

fnamesPos = glob.glob('pos/*.png')

for fname in fnamesPos:
Il = cv2.imread (fname)
Il = I1[3:-3, 3:-3, :]
feature = hog.compute (I1)
train data.append (feature)
train labels.append (1)
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http://pascal.inrialpes.fr/data/human/
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e What are the positive and negative samples? What are they used for? How
are they generated?

e Explain what does detectMultiScale do and its parameters.

e Explain SVM.SVC parameters.

Cascade Detection

Cascade detection is a way of building a fast detector by the early rejecting of the
image areas not containing an object. In each step the classifier gets more accurate
and more complex and slower as a result. In this approach, we discard the vast
majority of the windows not containing objects very quickly and put more time and
effort on windows that “may” contain the object we are looking for. In this session, we
only use pre-trained cascades opencv has provided. We use an LBP-cascade for
face detection and a haar-cascade for smile detection. You can find more cascade
classifiers here. Also, you can make your own classifier by using the methods
explained here and here.

File: task.py
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https://github.com/opencv/opencv/tree/master/data
https://pythonprogramming.net/haar-cascade-object-detection-python-opencv-tutorial/
https://www.learnopencv.com/training-better-haar-lbp-cascade-eye-detector-opencv/
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References and further reading

sklearn.svm.SVC

INRIA Person Dataset

Rapid Object Detection using a Boosted Cascade of Simple Features (paper)
hog.detectMultiScale parameters explained

cv2.HOGDescriptor

cv2.CascadeClassifier
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https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
http://pascal.inrialpes.fr/data/human/
https://www.cs.cmu.edu/~efros/courses/LBMV07/Papers/viola-cvpr-01.pdf
https://www.pyimagesearch.com/2015/11/16/hog-detectmultiscale-parameters-explained/
https://docs.opencv.org/master/d5/d33/structcv_1_1HOGDescriptor.html
https://docs.opencv.org/3.0-beta/modules/objdetect/doc/cascade_classification.html

