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Positive definiteness



Remember: Eigendecomposition of Real Symmetric 
and Hermitian matrices



Positive Definite (PD) matrices



Positive Semi-definite (PSD) matrices



Positive negative and semi-negative matrices



Definiteness for complex matrices



Positive definite

Note: Here, by positive-definite we mean 
symmetric positive definite



PD matrices might have negative 
(off-diagonal) elements



Positive Definite matrices are non-singular



Does xT A x = 0 imply singularity?
Case1: A symmetric



Does xT A x = 0 imply singularity?
Case 2: A is PSD



Eigenvalues of PD and PSD matrices



PD ⇔ Positive Eigenvalues



PD ⇔ Positive Eigenvalues



PSD ⇔ Nonnegative Eigenvalues



When is ATA  PD?



The Correlation Matrix is PSD



The Covariance Matrix is PSD



Covariance Matrix and Distribution of Data



Covariance Matrix and Distribution of Data



Decomposition of PSD matrices



Orthogonal Abmiguity in the Decomposition 
of PSD matrices



Square root of a PSD matrix

For a (symmetric) positive semi-definite matrix A there is 
a unique positive semi-definite matrix P such that A = P P 
(= PH P). P is called the square root of A and is denoted by 

A-½.



Cholskey Decomposition



Solving A x = b with Cholesky Decompotion 
When A is PD

The Cholesky decomposition can be computed much faster 
than the LU decomposition for a PSD matrix.  

To Solve A x = L LT x = b, let y = LT x. First solve for L y = 
x; Then solve for LT x = y (similarly to LU decomposition).  


