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Low-rank Approximation
Principal Component Analysis



Low-rank matrices



Near-low-rank matrices



Near-low-rank matrices



Example



Matrix Norms



Low-rank Approximation



Low-rank Approximation



Application: Reduce memory/computation



Application: Reduce memory/computation



Application: Computing the Fundamental Matrix 
in computer vision



Eigen-decomposition as an optimization 
problem



Eigen-decomposition as an optimization 
problem



SVD as an optimiztion problem



SVD as an optimiztion problem



SVD as an optimiztion problem



SVD as an optimiztion problem



Remember: Solving Homogeneous Equations



Application: Noisy Homogeneous Equations



Zero centering data



Projecting points on a line



Find direction maximizing variance



Find direction maximizing variance



Find direction maximizing variance



Principal Component Analysis (PCA)


