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Regularization, the Gradient Vector



How to avoid overfitting

● Limit model complexity (e.g. degree of polynomial)
● Regularization



Regularization



Regularization



Regularization



Solving Regularized Polynomial Regression



Nonlinear in input  / Linear in parameters



What if model is not linear in parameters?



What if model is not linear in parameters?

1. Compute the partial derivatives and set them equal 
to zero 
a. n (nonlinear) equations in n unknowns
b. Cannot be solved in most cases 

2. Use Gradient-based optimization



1D derivative



N-dimentional functions: Directional 
Derivatives 



General Directional Derivative



Scaling the direction



Directional Derivative is linear in the 
direction variable



The Gradient Vector



The Gradient Vector and Partial Derivatives



The Gradient Vector and Partial Derivatives



How to derive the gradient?



Example: Least Squares



Example: Least Squares



Example: Least Squares



Example: Least Squares



Derive Gradient: Second Method



Derive Gradient: Second Method



Final Project


