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Lecture 3

Span, Independence, Basis, Coordinates



Linear combination

Let a,b ∈ R. The vector a x + b y is a linear combination of 
the vectors x and y. 

Let ai ∈ R. The vector a1 x1 + a2 x2 + …. + an xn is a linear 
combination of the vectors x1, x2, …., xn.



Span

span(x,y) = { a x + b y | a,b ∈ R}

The space of all linear combinations of x and y. 

span(x1, x2, …. ,xn) = {a1 x1 + a2 x2 + …. + an xn | ai ∈ R }



Span

We say that x1, x2, …. ,xn span S if S = span(x1, x2, …. ,xn).



Linear dependence 

x,y,z are dependent if 

● x ∈ span(y,z), OR
● y ∈ span(z,x), OR
● z ∈ span(x,y)

that is 

● x = a y + b z, for some a, b, OR
● y = a z + b x, for some a,b, OR
● z = a x + b y, for some a,b. 



Linear dependence 

x1, x2, …. ,xn ∈ V are linearly dependent if one of them 
can be written as a linear combination of the others (one 
of them is in the span of the others).



Linear independence 

x,y,z are independent if 

● x ∉ span(y,z), AND
● y ∉ span(z,x), AND
● z ∉ span(x,y)



Linear independence 

x1, x2, …. ,xn ∈ V are linearly independent if none of them 
can be written as a linear combination of the others.



Linear independence 

x1, x2, …. ,xn ∈ V are linearly independent if none of them 
can be written as a linear combination of the others.

Equivalently:

a1 x1 + a2 x2 + …. + an xn = 0   ⇒  a1 = a2 = …. = an = 0



Basis

v1, v2, …, vn ∈ V such that

● v1, v2, …, vn are linearly independent

● v1, v2, …, vn span V



Basis 

v1, v2, …, vn ∈ V such that

● v1, v2, …, vn are linearly independent

● v1, v2, …, vn span V

* n is the same for any choice of the basis vectors

* n is called the dimension of V

* There are also infinite dimensional vector spaces



* Basis (general definition) 

{vi}i∈I ⊆ V such that

● vi's are linearly independent

● for any v ∈ V there is a finite set of vectors v1, v2, …, vd ∈ {vi}i∈I such 
that v ∈ span(v1, v2, …, vd)

* Any vector space has a basis 

* cardinality of {vi}i∈I is the same for any choice of the basis vectors

* cardinality of {vi}i∈I is called the dimension of V



Bases and Coordinate Representation

Why is independence needed? => uniqueness

every x ∈ V can be written uniquely as a linear combination of the basis 
vectors v1, v2, …, vn. 



Bases and Coordinate Representation



Example: The Euclidean space


