
Mathematics for AI
Lecture 13

SVD, Matrix Norm, Low-rank approximation



Remember Square root of positive semi-definite 
matrices
For a (symmetric) positive semi-definite matrix A there is a unique 
positive semi-definite matrix P such that A = P P (= PH P). P is 

called the square root of A and is denoted by A-½.



Remember: SVD



SVD and Eigen-decomposition



Remember: SVD, rank, column-, row-, and 
null spaces



Near-low-rank matrices



Remember: vector norm



Matrix Norm



Elementwise norms, Forbenius norm



Operator norm



Spectral Norm



Lp,q Norms



Nuclear norm (trace norm)



Matrix norm

Look at the wikipedia article

https://en.wikipedia.org/wiki/Matrix_norm 

https://en.wikipedia.org/wiki/Matrix_norm


Low-rank approximation



Eckart–Young–Mirsky theorem


