
Mathematics for AI
Lecture 18

Jacobian Matrix, Chain Rule, Automatic Differentiation, Backpropagation



Remember: The Jacobian Matrix



Example: Derive Jacobian by directional 
derivative



Multi-layer neural nets



Multi-layer neural nets



Derivative of Composition of functions



Derivative of Composition of functions



Derivative of Composition of functions



Numeric Differentiation



Symbolic Differentiation



Algorithmic Differentiation (Automatic 
Differentiation)

https://en.wikipedia.org/wiki/Automatic_differentiation 

https://en.wikipedia.org/wiki/Automatic_differentiation

