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Statistical Estimation, Maximum Likelihood Solution 
Introduction to Optimization



Statistical Estimation



Example: Rolling a dice



The likelihood function



Maximum Likelihood (ML) Solution



Example: Rolling a dice



Example: Rolling a dice



Example: Rolling a dice



Example: Normal Distribution



Example: Normal Distribution
Likelihood and log-likelihood



Example: Normal Distribution - ML Solution



Exercise



Exercise



Maximum Likelihood General Approach



Maximum Likelihood General Approach



Example: Mixture of Gaussians



Remember: Learning from data

fθx ∈ Rm y = f(θ, x)

● Training data (x1, y1), (x2, y2), …, (xN, yN)
○ choose θ such that f(θ, xi) is close to yi
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Remember: Learning from data: Cost function

fθx ∈ Rm y = f(θ, x)

● Training data (x1, y1), (x2, y2), …, (xN, yN)
○ choose θ such that f(θ, xi) is close to yi
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θ* = argminθ C(θ)



Optimization: Continuous vs Discrete



Remember: Linear Regression



Iterative Optimization Algorithms



Steepest Descent



Level Curves



Level Curves and the Gradient Vector


