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Gradient Descent, SGD, Momentum
Quadratic Approximation, Newton's method
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Stochastic Gradient Descent (SGD)



Stochastic Gradient Descent (SGD)



Momentum



Quadratic Approximation
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Newton's method



Multivariate Quadratic Function



Multivariate Quadratic Function



Stationary point of a Quadratic Function



When is the stationary point the minimum?



When is the stationary point the minimum?



When do we have a maximum?



Quadratic Approximation - Multivariate 
case



Newton's method - Multivariate case



Quadratic Approximation - Taylor series 
perspective 


