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linear maps, matrix multiplication, 
matrix rank



Functions



Functions



Functions in linear algebra

● Here, we are interested in functions from a vector space V to a vector 
space U  
                                                         (f: U → V)



Linear Transformations



Linear Transformations

f(u+v) = f(u) + f(v)

f(a u) = a f(u)

⇔

f(a u + b v) = a f(u) + b f(v) 

does not matter if linear combination applied before or after transformation. 



linear map <=> matrix representation

https://amosunov.wordpress.com/2021/06/22/linear-algebra-memes/



Dot Product as matrix product



Inner Product



Inner Product



Inner Product



General vector spaces: Inner product space



Matrix Multiplication in terms of inner products



Matrix multiplications in terms of matrix-vector product



Transforming a bunch of points 
data points as columns of a matrix



Transforming a bunch of points 
data points as rows of a matrix



be careful about linear transformations on row vectors!



be careful about linear transformations on row vectors!



Outer Product

np.outer(u,v)

u @ v.T

How many independent columns?

How many independent rows?

outer(u,v) = outer(v,u).T

complex numbers?



Outer Product



Outer Product



Inner product vs outer product



Two ways of looking at matrix product



Matrix Multiplication in terms of outer products



Matrix Multiplication in terms of outer products



Block-wise multlipication



Block-wise multlipication



Column Rank



Column Rank and Row Rank



Column Rank and Row Rank



Column Rank and Row Rank

RowRank(a bT) = ColumnRank(a bT) ≤1



Column Rank and Row Rank



Column Rank and Row Rank



* Column Rank and Row Rank

Column Rank = Row Rank



Column Rank and Row Rank



"Most" matrices have full rank



thin and fat matrices



full-rank and rank-deficient



full-rank and rank-deficient


